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We determine the interfacial properties of mixtures of spherical Lennard-Jones molecules from direct simulation of the vapor-liquid interface. We consider mixtures with the same molecular size but different dispersive energy parameter values. We use the extensions of the improved version of the inhomogeneous long-range corrections of Janeček [J. Janěček, \textit{J. Phys. Chem. B} \textbf{129}, 6264 (2006)], presented recently by MacDowell and Blas [L. G. MacDowell and F. J. Blas, \textit{J. Chem. Phys.} \textbf{131}, 074705 (2009)] and Martínez-Ruiz et al. [F. J. Martínez-Ruiz, F. J. Blas, B. Mendiboure, and A. I. Moreno-Ventas Bravo, \textit{J. Chem. Phys.} \textbf{141}, 184701 (2014)], to deal with the interaction energy and microscopic components of the pressure tensor. We have performed Monte Carlo simulations in the canonical ensemble to obtain the interfacial properties of mixtures of Lennard-Jones molecules with a cutoff distances $r_c = 3\sigma$ in combination with the inhomogeneous long-range corrections. The pressure tensor is obtained using the mechanical (virial) and thermodynamic route. The vapour-liquid interfacial tension is also evaluated using three different procedures, the Irving-Kirkwood method, the difference between the macroscopic components of the pressure tensor, and the Test-Area methodology. This allows to check the validity of the recent extensions presented to deal with the contributions due to long-range corrections for intermolecular energy and pressure tensor in the case of binary mixtures. In addition to the pressure tensor and the surface tension, we also obtain density profiles, coexistence densities, and interfacial thickness as functions of pressure, at a given temperature. According to our results, the main effect of increasing the ratio between the dispersive energy parameters of the mixture, $\epsilon_{22}/\epsilon_{11}$, is to sharpen the vapour-liquid interface and to increase the width of the biphasic coexistence region. Particularly interesting is the presence of a relative maximum in the density profiles of the less volatile component at the interface. This maximum is related with adsorption or accumulation of these molecules at the interface, a direct consequence of stronger attractive interactions between these molecules in comparison with the rest of intermolecular interactions. In addition to that, the interfacial thickness decreases, the width of the tangential microscopic component of the pressure tensor profile increases, and the surface tension increases as $\epsilon_{22}/\epsilon_{11}$ is larger.
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1. Introduction

Fluid-fluid interfaces have fascinated scientists since the time of Laplace and Young [1]. More recently, interfacial properties, and particularly interfacial tension, have been routinely determined for many computer simulation researchers of the liquid-state community. However, the application of theories of inhomogeneous systems,
and especially computer simulation, to fluids mixtures is far less common. Knowledge of interfacial properties of mixtures is essential in a large number of scientific and engineering fields, including nucleation or dynamics of phase transition, among many others. From a formal point of view, understanding how microscopic parameters (for instance, molecular size and dispersive energy interactions) determine the thermodynamic and structural behaviour of mixtures near interfaces is one of the classical problems in applied Statistical Mechanics and computer simulation.

Surface tension is probably the most challenging property to be determined and predicting using molecular-based theories and simulation techniques. Despite the number of studies carried out since computer simulation is used routinely for determining the properties of a molecular model, the calculation of surface tension is still a subtle problem. The ambiguity in the definition of the microscopic components of the pressure tensor [2, 3], the finite size effects due to capillary waves [4, 5], or the difficulty for the calculation of the dispersive long-range corrections (LRC) associated to the intermolecular interactions [6, 7], make the calculation of surface tension a difficult and non-trivial problem.

The usual procedure to the evaluation of the fluid-fluid interfacial tension in a molecular simulation involves the determination of the microscopic components of the pressure tensor through the well-known mechanical or virial route. This route states that surface tension of a planar fluid-fluid interface can be readily obtained from the integration of the difference between the normal and tangential microscopic components of the pressure tensor profiles along the interface. This method generally involves an ensemble average of the virial of Clausius according to the recipes of Irving and Kirkwood [8]. Although the mechanical route is an appropriate technique for determining the surface tension, a number of alternative methods have been proposed during the last years to calculate, not only the interfacial tension, but also for the components of the pressure tensor, without the need of evaluate the virial.

These new methods can be viewed as a collection of effective and elegant techniques based on the thermodynamic definition of surface tension and tensor pressure. The first one can be understood as the change in free energy when the interfacial area is changed, at constant volume and temperature. The second one, can be expressed as the change in free energy when the volume of the system is changed along any direction, keeping constant the other two dimensions. Examples of these methods are the Test-Area (TA) technique of Gloor et al. [3], the Volume Perturbation (VP) method of de Miguel and Jackson [9–11], the Wandering Interface Method (WIM), introduced by MacDowell and Bryk [12], and the use of the Expanded Ensemble (EE), based on the original work of Lyuvartsev et al. [13], for calculating the surface tension proposed independently by Errington and Kofke [14] and de Miguel [15]. These methods are becoming very popular and are being used routinely to determine the vapour-liquid interfacial properties of different potential model fluids [7, 16–35].

As mentioned previously, one of the major difficulties encountered in the simulation of inhomogeneous systems by molecular simulation is the truncation of the intermolecular potential. Although for homogeneous systems this issue is easily solved by including the well-known homogeneous LRC [36, 37], the situation is much more complicated in the case of fluid-fluid interfaces, and in general, in inhomogeneous systems. Fortunately, this problem seems to solved satisfactorily recently in cases in which the system exhibits planar symmetry. Different authors have contributed to the establishment of appropriate and standard inhomogeneous LRC, including Blokhins [38], Mecke [39, 40], Daoulas [41], Guo and Lu [42], and finally, Janeček [6, 43], and the recent improved methods proposed by MacDowell
and Blas [7], de Gregorio et al. [33], and Martínez-Ruiz et al. [34].

The goal of this work is to determine the vapor-liquid interfacial properties of mixtures of spherical LJ molecules with the same molecular size but different dispersive energy parameters. In particular, we focus on the effect of the dispersive energy ratio on different interfacial properties, including density profiles, normal and tangential microscopic components of the pressure tensor profiles, and surface tension. In addition to that, we also analyze the effect of the dispersive energy ratio on other thermodynamics properties, such as coexistence density and pressure-composition slices of the phase diagram. In all cases, we use the improved versions of the inhomogeneous LRC of Janeček [6] recently proposed by MacDowell and Blas [7] for the intermolecular energy and Martínez-Ruiz et al. [34] for the microscopic components of the pressure tensor. In order to check the effectiveness of these methods in the case of mixtures, we also determine the surface tension and the components of the pressure tensor using two different perturbative methods, the TA technique and the VP methodology. This allows to obtain independent results and compare our predictions with simulation data taken from the literature. To our knowledge, this is the first time the surface tension and components of the pressure tensor of mixtures of LJ spheres are calculated using perturbative methods in both cases and taking into account the LRC associated to the intermolecular potential and components of the pressure tensor.

The rest of the paper is organized as follows. In Section II we present the model and simulation details of this work. Results obtained are discussed in Section III. Finally, in Section IV we present the main conclusions.

2. Model and simulation details

We consider binary mixtures of spherical LJ molecules characterized by diameters $\sigma_{ii}$ and dispersive energies $\epsilon_{ii}$, where index $i$ denotes component $i$. The interaction potential between two different molecules of species $i$ and $j$ is given by,

$$u_{LJ}^{ij}(r) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^{6} \right]$$

(1)

where $r$ is the distance between two molecules, and $\sigma_{ij}$ and $\epsilon_{ij}$ are the intermolecular parameters (size and dispersive energy) associated to the interaction between molecules of type $i$ and $j$. In this work, we use the well-known Lorentz-Berthelot combining rules for unlike dispersive interactions,

$$\sigma_{ij} = \frac{\sigma_{ii} + \sigma_{jj}}{2}$$

(2)

and

$$\epsilon_{ij} = \left( \epsilon_{ii} \epsilon_{jj} \right)^{1/2}$$

(3)

During the simulation, we use a potential spherically truncated (but not shifted) at a cutoff distance $r_c$, defined by,
\[ u_{ij}(r) = \sum_{k=1}^{L \times L \times L} \sum_{n=1}^{N_{ij}} \sum_{m=1}^{N_{kj}} \frac{1}{r_c} \int_{0}^{r_c} \int_{0}^{r_c} \frac{1}{r_{km}} \left[ 1 - \Theta(r - r_{km}) \right] \frac{1}{r_{mn}} \left[ 1 - \Theta(r - r_{mn}) \right] \frac{1}{r_{nk}} \left[ 1 - \Theta(r - r_{nk}) \right] \mathrm{d}r_{km} \mathrm{d}r_{mn} \mathrm{d}r_{nk} \]

where \( \Theta(x) \) is the Heaviside step function. Note that since we restrict our study to binary mixtures with the same size, \( \sigma_{11} = \sigma_{22} = \sigma_{12} \), we also use the same cutoff distance \( r_c \) for all the interactions.

We examine mixtures interacting with this spherically truncated potential model with cutoff distance \( r_c = 3\sigma \) and several interaction dispersive parameter values \( \epsilon_{22}/\epsilon_{11} \) are used in NPT simulations of bulk phases. In addition to that, inhomogeneous LRC using the MacDowell and Blas [7, 44] methodology for the intermolecular potential energy and the recipe presented in our recent paper [34], based on the Janeček’s method [6, 43], for the evaluation of the LRC for the components of the pressure tensor. Results obtained using these LRC are equivalent to use the full potential or a potential with infinite truncation distance.

The number of molecules, \( N \), used in the simulations performed in this work for studying the vapour-liquid interface of mixtures of LJ molecules varied from \( N = 2150 \), for the lowest pressure considered \( (P^* = P \sigma_{11}^3/\epsilon_{11} = 0.06) \), to \( N = 2750 \), for the highest pressure analyzed \( (P^* = P \sigma_{11}^3/\epsilon_{11} = 0.16) \). Note that it is not possible to have systems with the same total number of molecules and with the same interfacial area since we are dealing with binary mixtures in which composition must be taken into account. Whereas the initial setup for simulations of vapour-liquid interfaces for pure systems is relatively easy, the initial configuration of a vapour-liquid interface involving binary mixtures is a delicate issue. To obtain the initial interfacial simulations boxes at different pressures, we firstly use the well-known Soft-SAFT approach, based on Wertheim’s Thermodynamic Perturbation Theory [45–48], and developed by one of us [49, 50], to calculate the complete phase diagrams of the mixtures to be studied. This allows to have an initial precise picture of the coexistence envelope of the system at thermodynamic conditions at which the simulations are performed. In particular, initial densities and compositions of each component of the mixture in both, the vapour and liquid phases, are obtained using the Soft-SAFT approach for the mixtures considered in this work.

Simulations are performed in two steps. In the first step, homogeneous liquid and vapour systems, at a given temperature and pressure, are equilibrated in a rectangular simulation box of dimensions \( L_x = L_y = 10\sigma \), and varying \( L_z \). Box length measured along the \( z \)-axis is chosen in such a way that the corresponding densities match the predictions obtained from the Soft-SAFT approach at temperature and pressure selected. In addition to that, the particular number of molecules of each species, in both liquid and vapour phases, are also selected according to the SAFT predictions. Both simulation boxes (liquid and vapour phases) are equilibrated at the same temperature and pressure using an NPT ensemble in which \( L_x \) and \( L_y \) are kept constant and only \( L_z \) is varied along the simulation. NPT simulations of homogeneous phases are organized by cycles. A cycle is defined as \( N \) trial moves (displacement of the center of mass) and an attempt to change the box length along the \( z \)-axis \( (L_z) \). The magnitude of the appropriate displacement is adjusted so as to get an acceptance rate of 30% approximately. We use periodic boundary conditions and minimum image convention in all three directions of the simulation box. In addition to that, homogeneous LRC corrections to the intermolecular energy and pressure are also used [37].

In a second step, the interfacial simulation box is prepared leaving the previous
homogeneous liquid phase at the center of the new box with the same homogeneous vapour phase boxes of equal size previously prepared at each side. Since \( L_x \) and \( L_y \) (\( A = L_x L_y \), i.e., the interfacial area) is the same for all homogeneous phases, it is always possible to build up the interfacial simulation box as explained here. The final overall dimensions of the vapour-liquid-vapour simulation box are therefore \( L_x = L_y = 10\sigma \), and \( L_z = 78.17\sigma \) for the lowest pressure considered (\( P^* = k_B T/\epsilon = 0.70 \)), and \( L_z = 99.48\sigma \) for the highest pressure (\( P^* = k_B T/\epsilon = 1.1 \)).

The simulations for studying the vapour-liquid interface are also organized in cycles. In this case, a cycle is defined as \( N \) trial moves (displacement of the center of mass) and the magnitude of the appropriate displacement is adjusted so as to get an acceptance rate of 30% approximately. We use periodic boundary conditions and minimum image convention in all three directions of the simulation box. To be consistent with simulations performed using the NPT ensemble for preparing the definitive simulation box, we use inhomogeneous LRC to the intermolecular energy of MacDowell and Blas [7, 44] methodology for the intermolecular potential energy and the recipe presented in our previous paper [34] for the evaluation of the LRC for the components of the pressure tensor, both of them based on the Janeček’s method [6].

We have obtained the normal and tangential microscopic components of the pressure tensor from the mechanical expression or virial route,

\[
P_{\alpha\beta} = \left\langle \rho k_B T \right\rangle + \left\langle \frac{1}{V} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} r_{ij}^\alpha r_{ij}^\beta \right\rangle
\]  

(5)

In this work, we have followed the same procedure as in our previous work [34] and used the well-known Irving and Kirkwood (IK) recipe [8, 51] for determining the microscopic components of the pressure tensor, \( P_N(z) \equiv P_{xx}(z) \) and \( P_T(z) \equiv P_{xx}(z) + P_{yy}(z) \). The components of the pressure tensor are calculated each cycle.

Following de Miguel and Jackson [9], we have also determined the macroscopic components of the pressure tensor using its thermodynamic definition as,

\[
P_{\alpha\alpha} = -\left( \frac{\partial F}{\partial V} \right)_{NTL_{\beta\neq\alpha}}
\]  

(6)

The notation \( L_{\beta\neq\alpha} \) indicates that the partial derivative with respect to the volume is performed in such a way that the dimension of the system along the \( \alpha \)-axis, \( L_\alpha \), is varied while keeping all other dimensions \( L_\beta \) (\( \beta \neq \alpha \)) fixed.

We follow the methodology proposed by de Miguel and Jackson [9], based on the seminal works of Eppenga and Frenkel [52] and Harismiadis et al. [53], an use virtual volume perturbations of magnitude \( \xi = \Delta V/V \) every five MC cycles. Here \( \xi \) defines the relative volume (compressive and expansive) change associated with the perturbation, i.e., rescale independently the box lengths of the simulation cell and positions of the molecular centers of mass according to linear transformations along the appropriate directions. In all cases, eight different (positive and negative) relative volume changes in the range \( 2 \times 10^{-4} \leq |\xi| \leq 15 \times 10^{-4} \) are used in our calculations. The final values of the macroscopic components of the pressure tensors presented in this work, \( P_N \) and \( P_T \), correspond to the extrapolated values (as determined by a linear extrapolation to \( |\xi| \to 0 \) of the values obtained from
increasing-volume and decreasing-volume perturbations) obtained from a combined compression-expansion perturbation.

Surface tension is determined using three independent routes. In the first one, we used the mechanical definition that involves the integration of the difference between the tangential and normal microscopic components of the pressure tensor profiles, as obtained from the IK methodology, along the simulation box according to,

$$\gamma = \int_0^{L_z} (P_N(z) - P_T(z)) \, dz$$

(7)

Note that here we have chosen the $z$-axis perpendicular to the interface and the integral is performed along the total length $L_z$ of the simulation box.

In the second route, the surface tension is calculated using the thermodynamic definitions of $P_N$ and $P_T$, as proposed by de Miguel and Jackson [9]. The surface tension is obtained as,

$$\gamma = L_z (P_N - P_T)$$

(8)

Here $L_z$ is the simulation length along the $z$-axis. Note that Eq. (8) can be viewed as the macroscopic version of Eq. (7). As in the case of the microscopic definition, since there exist two vapor-liquid interfaces, the true value associated to a single interface is half of the value obtained from Eqs. (7) and (8).

Finally, in the third route we use TA methodology [3], which is based in the thermodynamic definition of surface tension as,

$$\gamma = \left( \frac{\partial F}{\partial A} \right)_{NVT}$$

(9)

Since the method is a standard and well-known procedure for evaluating fluid-fluid interfacial tensions of molecular systems, here we only provide the most important features of the technique. For further details we recommend the original work [3] and the most important applications [7, 9, 16, 19–24, 27, 28, 33, 44, 54–57].

The implementation of the TA technique involves performing virtual or test area deformations of relative area changes defined as $\xi = \Delta A / A$ during the course of the simulation at constant $N$, $V$, and $T$ every five MC cycles. As shown by Gloor et al. [3], the surface tension follows from the computation of the change in Helmholtz free energy associated with the perturbation, which in turn can be expressed as an ensemble average of the corresponding Boltzmann factor. Further details can be found in Ref. [3]. Note that the procedure for calculating the surface tension is similar to that used to evaluate the components of the pressure tensor, but in this case the changes in the normal and transverse dimensions are coupled to keep the overall volume constant. In particular, we use the same number and values for the relative area changes $\xi$, and the same procedure to obtain the extrapolated values.

We typically consider six reduced pressures in the range $P^* = P \sigma_{11}^* / \epsilon_{11} = 0.06$ up to 0.16. In the case of $NPT$ simulations of the homogeneous liquid and vapor phases prepared in the first step, each simulation box is equilibrated for $10^6$ MC cycles. In the case of the $NVT$ simulations corresponding to the interfacial box, the system is also well equilibrated for other $10^6$ equilibration MC cycles. In addition to that, averages are determined over a further period of $2 \times 10^6$ MC cycles. The
production stage is divided into $M$ blocks. Normally, each block is equal to $10^5$ MC cycles. The ensemble average of the macroscopic components of the pressure tensor and the surface tension is given by the arithmetic mean of the block averages and the statistical precision of the sample average is estimated from the standard deviation in the ensemble average from $\sigma/\sqrt{M}$, where $\sigma$ is the variance of the block averages, and $M = 20$ in all cases.

All the quantities in our paper are expressed in conventional reduced units of component 1, with $\sigma_{11}$ and $\epsilon_{11}$ being the length and energy scaling units, respectively. Thus, the temperature is given in units of $\epsilon_{11}/k_B$, the densities of both components and the total density in units of $\sigma_{11}^{-3}$, the bulk pressure and components of the pressure tensor in units of $\epsilon_{11}/\sigma_{11}^3$, the surface tension in units of $\epsilon_{11}/\sigma_{11}^2$, and the cutoff distance and interfacial thickness in units of $\sigma_{11}$.

3. Results and discussion

In this section we present the main results from simulations of the vapour-liquid interface of mixtures of spherical LJ molecules using LRC for the intermolecular potential energy and components of the pressure tensor. We focus mainly on the effect of the dispersive energy interaction between the components of the mixture on several interfacial properties. We have determined the components of the pressure using both the mechanical (or virial) and thermodynamic routes. Comparison between both results allows to check the validity of the method presented in previous works [7, 34, 44] for determining the contribution to the energy and pressure due to the LRC in mixtures of LJ systems. We have also examined several coexistence properties, such as coexistence densities, and also other interfacial properties, including density profiles, interfacial thickness, and surface tension. As in our previous work for pure systems [34], we pay special attention on the determination of the vapour-liquid interfacial tension calculated using different routes, including the mechanical or virial route (using the traditional IK methodology) and the thermodynamic definition (using the VP and TA methods) of the surface tension.

We first analyze the effect of the dispersive energy parameter between components of the mixtures on density profiles. We follow the same analysis and methodology than in our previous works [7, 16, 34, 44, 54, 56] and consider different dispersive energy parameters and pressures. The equilibrium density profiles of each of components of the mixture, $\rho_1(z)$ and $\rho_2(z)$, as well as the total density, $\rho(z) = \rho_1(z) + \rho_2(z)$, are computed from averages of the histogram of densities along the $z$ direction over the production stage. The bulk vapour and liquid densities of both components and the total density are obtained by averaging $\rho_1(z)$, $\rho_2(z)$, and $\rho(z)$, respectively over appropriate regions sufficiently removed from the interfacial region. This procedure is meaningful as far as the central liquid slab is thick enough. This turns out to be the case in our simulations, including those performed at the higher pressure. The bulk vapour densities are obtained after averaging the corresponding density profiles on both sides of the liquid film. The statistical uncertainty of these values is estimated from the standard deviation of the mean values. Following our previous works, additional interfacial properties, such as the position of the Gibbs-dividing surface, $z_0$, and the $10 – 90$ interfacial thickness, $t$, are obtained by fitting each of the equilibrium density profiles to hyperbolic tangent functions [1] (see Eq. (3) of our previous work [16] for further details). We fix liquid, $\rho_L$, and vapour, $\rho_V$, densities for each component and for the total density to previously computed values and treat $z_0$ and $t$ as adjustable parameters.
Our simulation results for the bulk densities of each component, total densities, molar fractions of both component in each, components of the pressure tensor, surface tension, and interfacial thickness for mixtures of LJ molecules interacting with different dispersive energy parameters and the full potential, at different pressures, are collected in Tables 1 and 2.

We show in Fig. 1 the density profiles $\rho_1(z)$, $\rho_2(z)$, and $\rho(z)$ for three mixtures of LJ molecules with the same size, $\sigma_{22} = \sigma_{11}$ and different dispersive energy parameters of the component 2, $\epsilon_{22}/\epsilon_{11} = 1.50$, 1.75, and 2.00, at $T = 1.6$ and several pressures. For the sake of clarity, we only present one half of the profiles corresponding to one of the interfaces. Also for convenience, all density profiles have been shifted along $z$ so as to place $z_0$ at the origin. As can be seen, for a given mixture (or value of the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$), the slope (in absolute value) of the density profiles corresponding to component 1 and total density in the interfacial region decreases as the pressure is increased, making smaller the jump in densities when passing from the vapour to the liquid side of the interface. Consequently, the interfacial thickness increases, an expected behaviour that indicates the phase envelope is becoming thicker as the system approaches to the critical point of the mixture.

Fig. 1 also shows the effect of increasing the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$ on the density profiles, i.e., when the mixture becomes more asymmetric. As can be seen comparing parts (a), (b), and (c) of the figure, an increase of $\epsilon_{22}/\epsilon_{11}$ results in steeper density profiles of component 1 and total density along the interfacial region. This effect, which also produces narrower interfacial regions, is related with the increasing of the asymmetry of the mixture. As $\epsilon_{22}/\epsilon_{11}$ becomes larger, the mixture is more asymmetric and the phase envelope (see Fig. 2) becomes wider in terms of densities (and also in molar fractions), or in other words, jumps in density from the vapour to the liquid side of the interface increases.

Special attention deserves the behaviour of the density profiles corresponding to the component 2 of the system, the less volatile substance of the mixture. As can be seen in Fig. 1, $\rho_2(z)$ exhibits a nearly monotonic increasing behaviour when passing from the vapour to the liquid size of the interface when $\epsilon_{22}/\epsilon_{11} = 1.50$. However, as the difference in dispersive energies between both components increases, $\epsilon_{22}/\epsilon_{11} = 1.75$ and 2.00, $\rho_2(z)$ exhibits a relative maximum at the interface. This maximum is related with adsorption of component 2 at the interface. These molecules tend to accumulate at the interface on increasing the dispersive energy parameter of component 2 and decreasing of the pressure. This type of enhanced adsorption of one component relative to the other is usually seen in binary mixtures of spherical molecules when there are significant differences in the values of the unlike dispersion interactions [58].

The vapour-liquid phase envelopes of mixtures of LJ molecules with different dispersion interaction values $\epsilon_{22}/\epsilon_{11}$, as calculated from the analysis of the density profiles obtained from our Monte Carlo simulations, are depicted in Fig. 2. The Soft-SAFT theoretical approach has been also used to obtain the complete phase diagram of mixtures of LJ molecules with different dispersive interaction parameter values. Although, as we have mentioned in the Introduction and Model and simulation details sections, we have used the information from the theory for obtaining initial guesses of the liquid and vapour densities and compositions of mixtures to be studied by simulation at particular thermodynamic conditions, this theoretical predictions can also be used as results to compare our simulation results and check the ability of SAFT in predicting the phase behaviour of these mixtures. As can be seen in part (a) of the figure, the pressure-density or $P\rho$ slice of the phase diagram of mixture indicates that the phase envelope of the system, at $T = 1.60$, becomes
wider as the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$ is increased. The enlargement of the width associated to the phase envelope is essentially due to the increase of the liquid density as the dispersive energy is higher. As can be seen, agreement between Monte Carlo simulation results and prediction from SAFT is excellent in all cases. It is important to recall here that results from the theory are predictions obtained using the Lorentz-Berthelot combining rules without any further fitting procedure. We have also obtained the pressure-composition or $P_x$ slice of the mixture at the same thermodynamic conditions and using the same dispersive energy parameters. As can be seen in part (b) of the figure, we have presented the molar fractions of the three mixtures from the analysis of the density profiles, as well as the predictions obtained from the Soft-SAFT. The phase diagrams show the expected behaviour, in agreement with part (a) of the figure: as the asymmetry of the system is increased (higher values of $\epsilon_{22}/\epsilon_{11}$), the phase envelope of the mixture also increases. As can be seen, the region at which the system exhibits vapour-liquid phase separation increases in compositions and pressures, an expected behaviour of mixtures that exhibit type I phase behaviour according to the classification of Scott and Konynenburg [59, 60]. Agreement between Monte Carlo simulation and theoretical predictions is excellent in all cases. In summary, increasing the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$ results in larger cohesive energy in the system, which manifests as wider phase envelopes and larger critical pressures.

Once we have studied the phase equilibria properties of the mixtures studied form the analysis of the density profiles, we now turn on the study of other interfacial properties of mixtures of LJ systems with different dispersion interactions. We analyze the equilibrium normal and tangential components of the microscopic pressure tensor profiles, $P_N(z)$ and $P_T(z)$, respectively, of mixtures of LJ molecules with different dispersive energy parameters. The profiles are computed from averages of histograms of pressures along the $z$ direction over the production stage, according to the IK prescription explained in Section II. As we have mentioned previously, this procedure is meaningful as far as the central liquid slab is thick enough. In addition to the methodology of IK, based on the mechanical route, we have also determined the macroscopic components of the pressure tensor. In particular, we have averaged the normal microscopic component of the pressure tensor obtained from the IK along the vapour phase ($P_N^{\text{vir}}$). We have also calculated the normal and tangential components of the pressure tensor from the thermodynamic route ($P_N$ and $P_T$). It is important to recall here that all calculations presented in this work are obtained using LRC for the intermolecular energy and pressure following the improved method proposed previously by MacDowell and Blas and Martínez-Ruiz et al., based on the Janeček’s methodology [6], as explained in Section II. This means that both routes, mechanical and thermodynamic, take into account explicitly the LRC. Results from the different routes are presented in Table 2. As can be seen, agreement between all results is excellent in all cases.

We consider the normal and tangential components of the microscopic pressure tensor profiles at $T = 1.6$ and several pressures. As can be seen in Fig. 3, the components of the microscopic pressure tensor along the two vapour-liquid interfaces exhibit the expected behaviour, i.e., the normal component of the pressure tensor profile is constant (within the expected statistical error) through the interface and equal to the vapour pressure of the system (according to the mechanical stability, that it requires the gradient of pressure tensor vanishes). In addition, the tangential component of the pressure tensor profile is approximately constant and equal to the normal pressure in the liquid and both vapour bulk-like regions of the simulation box. $P_T(z)$ becomes negative at the two interfacial regions of the system showing two (negative) local minima. As can be seen, negative contributions to the tangen-
tial pressure became more negative as the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$ is increased. This produces more tension along the interface, decreasing the interfacial thickness of the system (as previously shown in the density profiles of Fig. 1). As we will see later, this produces higher interfacial tension, in agreement with the results already presented. An interesting feature observed in the pressure profiles, also seen in pure systems [34], is that there are regions at which $P_T(z) < P_N(z)$, located at the vapour-liquid interface, corresponding to zones of tension. Contrary, small locations at the interface corresponding to zones near the vapour bulk-like regions, are regions of compression in which $P_T(z) > P_N(z)$. The reason for which the transverse pressure has values greater than $P_N$ at the interface near the vapour phase and large negative values (and lower than $P_N$) at other locations of the interface is a consequence of the behaviour of the pressure in the unstable bulk phase region (spinodal region), which plays an essential role in the physics at interfaces. For further details we recommend the excellent review of Davies and Scriven [61].

Another interesting property obtained from our analysis is the $10^{-90}$ interfacial thickness (cf. Table 2). For a given cutoff distance, $t$ is seen to increase with pressure, which simply reflects the fact that the interfacial region gets correspondingly thinner, in agreement with our previous results. This behaviour may be clearly seen in Fig. 4. At low pressure the density profiles exhibit a sharp interface, which corresponds to a low value of the interfacial thickness. As the pressure is increased towards the critical value, the interfacial region becomes wider, and hence, the value of the interfacial thickness increases. The variation of interfacial thickness with the dispersive energy parameter $\epsilon_{22}/\epsilon_{11}$ can be seen in the same figure. As can be seen, an increase of $\epsilon_{22}/\epsilon_{11}$, at constant pressure, results in a decreased of the interfacial thickness, which is consistent with the fact that the systems with larger dispersive energies have a larger cohesive energy. This behaviour is also consistent with that found for the shape of the vapour-liquid phase envelopes.

Finally, we have calculated the vapour-liquid interfacial tension of mixtures of LJ molecules using several dispersive energy parameters $\epsilon_{22}/\epsilon_{11}$. In particular, we have determined the surface tension using its mechanical definition that involves the integration of the difference between the tangential and normal microscopic components of the pressure tensor profiles, as obtained from the IK methodology, along the simulation box according to Eq. (7). In addition to that, we have also determined the surface tension using two perturbative approaches: the Test-Area (TA) method of Gloor et al. [3] and the VP technique of de Miguel and Jackson [9]. In first case, the surface tension is determined performing virtual area perturbations of a (small) magnitude during the course of the simulation at constant volume. In the second case, the surface tension is determined in two steps. In the first step, the normal and tangential macroscopic components of the pressure tensor, $P_N$ and $P_T$, are calculated from their thermodynamic definitions as proposed by de Miguel and Jackson [9]. In the second step, the surface tension $\gamma$ is obtained from Eq. (8) (see Eq. (21) of the work of de Miguel and Jackson [9]).

The calculation of the surface tension through three different but complementary routes allows to compare the results obtained from the mechanical and thermodynamic methods. This is another convincing test for consistency for the inhomogeneous LRC presented in our previous works for mixtures. Note that similar consistent results have been found in previous applications of the method for calculating the total potential energy of the system [7, 44, 54, 56].

The pressure dependence of the interfacial tension for mixtures of LJ molecules interacting with different dispersive energy parameters $\epsilon_{22}/\epsilon_{11}$ is shown in Fig. 5. Agreement between our independent simulations demonstrates that both methodologies are fully equivalent for all the systems and conditions studied. As can be
seen, at any given pressure, the interfacial tension is larger for molecules with larger values of $\epsilon_{22}/\epsilon_{11}$. Once again, this is consistent with the larger cohesive energy in systems consisting of molecules in which attractive interactions are longer.

4. Conclusions

We have simulated the interfacial properties of the vapor-liquid interface of mixtures of spherical LJ molecules. Three mixtures of molecules with the same molecular size but different dispersive energy parameters are considered. The intermolecular interactions are truncated at a cutoff distance of $3\sigma$, $\sigma$ being the diameter of the molecules, and inhomogeneous long-range corrections for dispersive interactions and pressure tensor are used. The microscopic and macroscopic components of normal and tangential pressure are determined using two different routes, their mechanical (virial route) and thermodynamic (virtual pressure route) definitions. The interfacial tension is also evaluated using three different procedures, the Irving-Kirkwood method, the difference between the macroscopic components of the pressure tensor, and the Test-Area methodology. We have examined the density profiles, interfacial thickness, and surface tension in terms of the pressure and the dispersive energy parameter ratio $\epsilon_{22}/\epsilon_{11}$. In addition, we have also calculated the coexistence diagram (pressure versus density) and the pressure-composition slice of the phase diagram at a constant temperature from an analysis of the density profiles.

The effect of the dispersive energy parameters of the mixture, $\epsilon_{22}/\epsilon_{11}$, on density profiles, microscopic components of the normal and tangential pressure tensor profiles, coexistence densities, interfacial thickness, and interfacial tension has been investigated. The vapor-liquid interface is seen to sharpen with increasing dispersive energy ratio corresponding to an increase in the width of the coexistence phase envelope and the pressure-composition slice of the phase diagram and an accompanying increase in the surface tension.
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Table 1. Liquid density, $\rho^L$, vapour density, $\rho^V$, liquid density of component 1, $\rho^L_1$, vapour density of component 1, $\rho^V_1$, liquid density of component 2, $\rho^L_2$, and vapour density of component 2, $\rho^V_2$, at $T = 1.6$ and different pressures $P_{\text{vir}}$, for mixtures of LJ molecules with different dispersive energy parameters, $\epsilon_{22}/\epsilon_{11}$, and a cutoff distance $r_c = 3$ with inhomogeneous LRC. All quantities are expressed in the reduced units defined in Section II. The errors are estimated as explained in the text.

<table>
<thead>
<tr>
<th>$P_{\text{vir}}$</th>
<th>$\rho^L$</th>
<th>$\rho^V$</th>
<th>$\rho^L_1$</th>
<th>$\rho^V_1$</th>
<th>$\rho^L_2$</th>
<th>$\rho^V_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{22}/\epsilon_{11} = 1.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05863(18)</td>
<td>0.6585(2)</td>
<td>0.0463(4)</td>
<td>0.00657(10)</td>
<td>0.00180(4)</td>
<td>0.65194(21)</td>
<td>0.0444(4)</td>
</tr>
<tr>
<td>0.07691(22)</td>
<td>0.6430(4)</td>
<td>0.0632(3)</td>
<td>0.0561(3)</td>
<td>0.01667(11)</td>
<td>0.5869(5)</td>
<td>0.0465(21)</td>
</tr>
<tr>
<td>0.09613(3)</td>
<td>0.6182(3)</td>
<td>0.0835(8)</td>
<td>0.1045(3)</td>
<td>0.0331(4)</td>
<td>0.5136(6)</td>
<td>0.0504(3)</td>
</tr>
<tr>
<td>0.1179(6)</td>
<td>0.5959(4)</td>
<td>0.1124(10)</td>
<td>0.1467(2)</td>
<td>0.0538(5)</td>
<td>0.4883(5)</td>
<td>0.0586(5)</td>
</tr>
<tr>
<td>0.1361(4)</td>
<td>0.5531(6)</td>
<td>0.1411(17)</td>
<td>0.19249(12)</td>
<td>0.07666(7)</td>
<td>0.3696(5)</td>
<td>0.0644(9)</td>
</tr>
<tr>
<td>$\epsilon_{22}/\epsilon_{11} = 1.75$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0420(13)</td>
<td>0.7340(3)</td>
<td>0.02881(17)</td>
<td>0.03763(20)</td>
<td>0.01176(15)</td>
<td>0.6973(3)</td>
<td>0.01705(13)</td>
</tr>
<tr>
<td>0.0731(7)</td>
<td>0.7122(4)</td>
<td>0.0553(4)</td>
<td>0.1098(8)</td>
<td>0.0349(3)</td>
<td>0.6034(12)</td>
<td>0.02032(18)</td>
</tr>
<tr>
<td>0.0955(8)</td>
<td>0.6998(3)</td>
<td>0.0758(3)</td>
<td>0.1607(3)</td>
<td>0.05467(23)</td>
<td>0.5301(5)</td>
<td>0.02117(15)</td>
</tr>
<tr>
<td>0.1118(8)</td>
<td>0.6727(19)</td>
<td>0.0929(4)</td>
<td>0.1973(3)</td>
<td>0.0689(3)</td>
<td>0.4753(3)</td>
<td>0.0238(3)</td>
</tr>
<tr>
<td>0.1315(6)</td>
<td>0.6392(3)</td>
<td>0.1206(8)</td>
<td>0.2509(3)</td>
<td>0.0930(5)</td>
<td>0.3882(5)</td>
<td>0.0276(3)</td>
</tr>
<tr>
<td>0.1486(8)</td>
<td>0.6102(4)</td>
<td>0.1473(11)</td>
<td>0.28281(17)</td>
<td>0.1163(8)</td>
<td>0.3274(5)</td>
<td>0.0311(4)</td>
</tr>
<tr>
<td>$\epsilon_{22}/\epsilon_{11} = 2.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05126(15)</td>
<td>0.7822(3)</td>
<td>0.03595(16)</td>
<td>0.0679(3)</td>
<td>0.02838(13)</td>
<td>0.7144(4)</td>
<td>0.00757(9)</td>
</tr>
<tr>
<td>0.06980(14)</td>
<td>0.7749(3)</td>
<td>0.0491(3)</td>
<td>0.0935(6)</td>
<td>0.0405(3)</td>
<td>0.6814(9)</td>
<td>0.00858(6)</td>
</tr>
<tr>
<td>0.0888(12)</td>
<td>0.7638(3)</td>
<td>0.0646(3)</td>
<td>0.1285(7)</td>
<td>0.05562(23)</td>
<td>0.6353(9)</td>
<td>0.00898(8)</td>
</tr>
<tr>
<td>0.1069(12)</td>
<td>0.7485(3)</td>
<td>0.0829(4)</td>
<td>0.1735(3)</td>
<td>0.0728(4)</td>
<td>0.5751(7)</td>
<td>0.01011(12)</td>
</tr>
<tr>
<td>0.1235(6)</td>
<td>0.7352(3)</td>
<td>0.1046(7)</td>
<td>0.2041(7)</td>
<td>0.0941(6)</td>
<td>0.5311(10)</td>
<td>0.01296(14)</td>
</tr>
<tr>
<td>0.1464(15)</td>
<td>0.7083(3)</td>
<td>0.1262(4)</td>
<td>0.2628(10)</td>
<td>0.1121(4)</td>
<td>0.4455(13)</td>
<td>0.01416(13)</td>
</tr>
</tbody>
</table>
Table 2. Normal component of the macroscopic pressure tensor calculated from the virial route \( P_{N}^{vir} \), normal and tangential components of the macroscopic pressure tensor calculated from VP, \( P_{N}^{*} \) and \( P_{T}^{*} \), surface tension calculated from integration given by Eq. (7), \( \gamma^{vir} \), from VP, \( \gamma \), and from TA, \( \gamma_{TA} \), and 10−90 interfacial thickness, \( t \), at \( T = 1.6 \) and different pressure for mixtures of LJ molecules with different dispersive energy parameters, \( \epsilon_{22}/\epsilon_{11} \), and a cutoff distance \( r_c = 3 \) with inhomogeneous LRC. All quantities are expressed in the reduced units defined in Section II. The errors are estimated as explained in the text. Uncertainties of surface tension calculated from the virial route, \( \gamma^{vir} \), are error estimates corresponding to the numerical calculation of the integral given by Eq. (7).

<table>
<thead>
<tr>
<th>( \epsilon_{22}/\epsilon_{11} = 1.5 )</th>
<th>( P_{N}^{vir} )</th>
<th>( P_{N}^{*} )</th>
<th>( P_{T}^{*} )</th>
<th>( \gamma^{vir} )</th>
<th>( \gamma^{*} )</th>
<th>( \gamma_{TA} )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05863(18)</td>
<td>0.0586(7)</td>
<td>0.0473(6)</td>
<td>0.565(5)</td>
<td>0.56(4)</td>
<td>0.559(5)</td>
<td>4.090(5)</td>
<td></td>
</tr>
<tr>
<td>0.07691(22)</td>
<td>0.0801(6)</td>
<td>0.0701(6)</td>
<td>0.438(3)</td>
<td>0.44(3)</td>
<td>0.438(4)</td>
<td>4.63(4)</td>
<td></td>
</tr>
<tr>
<td>0.0961(3)</td>
<td>0.0947(7)</td>
<td>0.0869(6)</td>
<td>0.333(3)</td>
<td>0.32(3)</td>
<td>0.320(4)</td>
<td>5.49(6)</td>
<td></td>
</tr>
<tr>
<td>0.1179(6)</td>
<td>0.1148(4)</td>
<td>0.1093(4)</td>
<td>0.258(3)</td>
<td>0.24(2)</td>
<td>0.251(3)</td>
<td>6.46(15)</td>
<td></td>
</tr>
<tr>
<td>0.1361(4)</td>
<td>0.1316(5)</td>
<td>0.1283(5)</td>
<td>0.166(2)</td>
<td>0.15(3)</td>
<td>0.153(4)</td>
<td>7.97(17)</td>
<td></td>
</tr>
<tr>
<td>0.1420(13)</td>
<td>0.1423(10)</td>
<td>0.1178(10)</td>
<td>1.025(4)</td>
<td>1.03(6)</td>
<td>1.027(6)</td>
<td>3.069(10)</td>
<td></td>
</tr>
<tr>
<td>0.0731(7)</td>
<td>0.0745(7)</td>
<td>0.0572(7)</td>
<td>0.730(4)</td>
<td>0.73(4)</td>
<td>0.742(6)</td>
<td>3.91(11)</td>
<td></td>
</tr>
<tr>
<td>0.0955(8)</td>
<td>0.0944(8)</td>
<td>0.0803(7)</td>
<td>0.554(3)</td>
<td>0.55(4)</td>
<td>0.552(6)</td>
<td>4.49(7)</td>
<td></td>
</tr>
<tr>
<td>0.1118(8)</td>
<td>0.1097(8)</td>
<td>0.0998(7)</td>
<td>0.431(3)</td>
<td>0.42(4)</td>
<td>0.424(4)</td>
<td>5.234(5)</td>
<td></td>
</tr>
<tr>
<td>0.1315(6)</td>
<td>0.1308(8)</td>
<td>0.1242(8)</td>
<td>0.294(3)</td>
<td>0.28(4)</td>
<td>0.280(3)</td>
<td>6.455(11)</td>
<td></td>
</tr>
<tr>
<td>0.1486(8)</td>
<td>0.1478(8)</td>
<td>0.1432(8)</td>
<td>0.204(2)</td>
<td>0.19(5)</td>
<td>0.190(4)</td>
<td>8.111(19)</td>
<td></td>
</tr>
<tr>
<td>0.05126(15)</td>
<td>0.0506(7)</td>
<td>0.0209(6)</td>
<td>1.312(5)</td>
<td>1.32(4)</td>
<td>1.321(9)</td>
<td>2.99(8)</td>
<td></td>
</tr>
<tr>
<td>0.06980(14)</td>
<td>0.0666(7)</td>
<td>0.0418(7)</td>
<td>1.085(4)</td>
<td>1.09(4)</td>
<td>1.095(6)</td>
<td>3.46(8)</td>
<td></td>
</tr>
<tr>
<td>0.0868(12)</td>
<td>0.0838(7)</td>
<td>0.0618(7)</td>
<td>0.959(4)</td>
<td>0.96(4)</td>
<td>0.967(6)</td>
<td>3.761(18)</td>
<td></td>
</tr>
<tr>
<td>0.1060(12)</td>
<td>0.1048(8)</td>
<td>0.0865(7)</td>
<td>0.753(3)</td>
<td>0.75(4)</td>
<td>0.748(8)</td>
<td>4.323(5)</td>
<td></td>
</tr>
<tr>
<td>0.1235(6)</td>
<td>0.1200(7)</td>
<td>0.1070(7)</td>
<td>0.605(3)</td>
<td>0.60(4)</td>
<td>0.594(9)</td>
<td>5.181(16)</td>
<td></td>
</tr>
<tr>
<td>0.1464(15)</td>
<td>0.1465(9)</td>
<td>0.1365(9)</td>
<td>0.422(2)</td>
<td>0.41(5)</td>
<td>0.415(7)</td>
<td>6.362(4)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Simulated equilibrium total density profiles (continuous curve), density profiles of component 1 (dotted curve) and density profiles of component 2 (dashed curve) across the vapour-liquid interface of mixtures of spherical LJ molecules with the same molecular size and dispersive energy ratio $\epsilon_{22}/\epsilon_{11} = 1.50$ (a), 1.75 (b), and 2.0 (c). Pressure of system is equal to, from top to bottom in the liquid phase, $P^* = 0.06$ (black), 0.08 (red), 0.10 (green), 0.12 (blue), 0.14 (magenta), and 0.16 (orange).
Figure 2. Pressure-density (a) and pressure-composition (b) slices of the phase diagram of mixtures of spherical LJ molecules with the same molecular size and dispersive energy ratio $\epsilon_{22}/\epsilon_{11} = 1.5$ (red circles and continuous curves), 1.75 (green squares and dashed curves), and 2.0 (blue diamonds and dash-dotted curves). Symbols correspond to simulation data obtained in this work and curves are the predictions obtained from the Soft-SAFT equation of state.
Figure 3. Normal $P_N(z)$ and tangential $P_T(z)$ microscopic components of pressure tensor profiles across the two vapor-liquid interface at $T = 1.6$ and $P = 0.06$ (black curves), 0.08 (red curves), 0.10 (green curves), 0.12 (blue curves), 0.14 (magenta curves), and 0.16 (orange curves) of binary mixtures of spherical LJ molecules with the same molecular size and different dispersive energy ratios $\epsilon_{22}/\epsilon_{11} = 1.5$ (a), 1.75 (b), and 2.0 (c). Continuous and dashed curves correspond to tangential and normal microscopic components of the pressure tensor, respectively.
Figure 4. The $10 - 90$ interfacial thickness as a function of the pressure for mixtures of spherical LJ molecules with the same molecular size and dispersive energy ratio $\epsilon_{22}/\epsilon_{11} = 1.5$ (red circles), 1.75 (green squares), and 2.0 (blue diamonds). Symbols correspond to simulation data obtained in this work and curves are included as a guide to eyes.
Figure 5. Surface tension as a function of pressure for mixtures of spherical LJ molecules with the same molecular size and dispersive energy ratio $\epsilon_{22}/\epsilon_{11} = 1.5$ (red), 1.75 (green), and 2.0 (blue). Different symbols represent the surface tension obtained from MC $NVT$ simulations for spherical molecules using the mechanical route of Irving and Kirkwood [8] (open circles), the $VP$ method of de Miguel and Jackson [9] (open squares), and the TA technique [3] (crosses). The curves are included as a guide to eyes.