A heuristic approach to predicting water beetle diversity in temporary and fluctuating waters
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ABSTRACT

An understanding of the causal mechanisms and processes that shape macroinvertebrate communities at a local scale has important implications for the management and conservation of freshwater biodiversity. Here we compare the performance of linear and non-linear statistics to explore diversity–environment relationships using data from 76 temporary and fluctuating ponds in two regions of southern England. We focus on aquatic beetle assemblages, which have been shown to be excellent surrogates of wider freshwater macroinvertebrate diversity. Ponds in the region contained a rich coleopteran fauna, totaling 68 species, which provided an excellent model system with which to compare the performance of two non-linear procedures (artificial neural networks—ANNs and generalised additive models—GAMs) and one more traditional linear approach (Multiple linear regression—MLR) to modelling diversity–environment relationships. Of all approaches employed, the best fit was obtained using an ANN model with only four input variables (conductivity, turbidity, magnesium concentration and depth). This model accounted for 82% of the observed variability in Shannon diversity index across ponds. In contrast, the best GAM and MLR models only explained 50% and 14% of this variation, respectively. Contribution profile analysis of conductivity, turbidity, magnesium concentration and depth, obtained from the best fit ANN through a hierarchical cluster analysis, allowed the identification of direct and proxy effects in relation to the environmental variables measured in this study. In each case, distinct clusters of ponds were identified in contribution profile analysis, suggesting that ponds across the two regions fall into a number of discrete groups, whose beetle faunas respond in subtly yet significantly different ways to key environmental variables. Aquatic coleopteran diversity in ponds in the two regions appears to be driven at a local scale by changes in relatively few physicochemical gradients, which are related to diversity in a clearly non-linear manner.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, ponds have been recognised as one of the most important inland aquatic ecosystems from a biodiversity perspective (Collison et al., 1995), with temporary and fluctuating waters supporting a number of rare and specialist plant and animal taxa, particularly insects (Nicolet et al., 2004; Williams, 2005; Bilton et al., 2009). In these ecosystems it is recognised that differential sensitivity to local conditions (e.g. water chemistry, pond size—Wellborn et al., 1996, Bilton et al., 2009) generate patterns of species turnover along environmental gradients in the field. Such patterns may be generated by differential dispersal, or selection on dispersers once they arrive at individual localities (Cottenie, 2005). Additionally understanding the processes that determine community diversity can help us predict the response of these ecosystems to global environmental change.

Several factors have been identified as key influences on the diversity and composition of macroinvertebrate communities in temporary and fluctuating ponds. These factors may be grouped together, depending on the spatial scale at which they operate, as regional and local, or biogeographical and habitat factors (Friday, 1987). The relative importance of factors operating at these different scales in determining community composition is still poorly understood, although many authors such as Wellborn et al. (1996), Moss (1998), Lahr et al. (1999), Rundle et al. (2002), Kiflawi et al. (2003) and Bilton et al. (2009) have reported that much of the variation in pond macroinvertebrate community composition is dependent on local physicochemistry. Physical factors such as pond size, water temperature or hydroperiod have been significantly correlated with species richness (Bilton et al., 2001; Ripley and Simovich, 2009), and different chemical factors including pH, conductivity or heavy metal concentrations have been shown to have
a strong influence on the richness and diversity of macroinvertebrates communities in individual ponds (Bechara, 1996; Williams, 1996; Miserendino and Archangelsky, 2006).

The bulk of the literature analyzing the relationships between environmental variables and ecological properties of aquatic macroinvertebrate communities employ classical statistical methodologies. These include a wide variety of linear approaches including linear regression (LR) (Lahr et al., 1999; Marchant et al., 2006), multiple linear regression (MLR) (Friday, 1987), principal component analysis (PCA) (Rundle et al., 2002; Jeffries, 2005; Kasangaki et al., 2008; Haidekker and Hering, 2008; Bloksom and Johnson, 2009) and multidimensional scaling (MDS) (Cowell et al., 2004). Also, more advanced multivariate techniques like detrended correspondence analysis (DCA) (Valladares et al., 2002) and canonical correspondence analysis (CCA) (Fernández-Aláez et al., 2002; Irmler et al., 2002; Rundle et al., 2002; Miserendino and Archangelsky, 2006; Bilton et al., 2006; Rohasliney and Jackson, 2008) have been used in the past. Despite the fact that these methods may reveal significant relationships between community composition and environmental parameters, they possess a number of features that limit their explanatory, estimation or forecasting power (James and McCulloch, 1990). The degree of variance explained by these approaches is often relatively low, although whether this reflects the limited importance of local physicochemistry, or the inability of linear approaches to describe species–environment interactions remains unclear. As Stenseth et al. (2002) have pointed out, in most studies these limitations may result from the stochastic and non-linear nature of ecological systems, meaning that a non-equilibrium systems framework is required to tackle the (typically multivariate) problem of understanding species–environment relationships.

At present, few studies have explored the relationship between species diversity and environmental variation from a stochastic and non-linear point of view. Kiflawi et al. (2003) employed non-linear regression techniques to explore the impact of local and regional processes on macroinvertebrate species richness in Israel. Lek-Ang et al. (1999, 2007), Cérégino et al. (2001), Park et al. (2003), Goethals et al. (2007) and Lencioni et al. (2007) have studied the diversity, richness, abundance and distribution of several aquatic macroinvertebrate groups using heuristic techniques including artificial neural networks (ANNs). Also, Arnaud et al. (2005) designed an expert system based in fuzzy logic to predict the presence probability of grassland plant species. In all these cases, the authors reported the high fit capacity of these modelling techniques.

In this paper we evaluate the performance of multilayer feed-forward ANN to analyse the relationships between water beetle diversity and environmental factors in temporary ponds in two areas of southern England. Amongst the macroinvertebrate taxa that inhabit temporary and fluctuating ponds, aquatic Coleoptera are particularly well suited both to assess habitat quality and explore ecological patterns, since this group is relatively diverse, ecologically well understood and occurs across a wide spectrum of pond types (Bilton et al., 2006; Sánchez-Fernández et al., 2006); characteristics which have enabled them to be employed as indicators of overall community diversity and ecosystem status. The performance of ANN is compared with more classic non-linear and linear fit techniques, namely generalised additive models (GAMs) and multiple linear regressions (MLRs), allowing us to evaluate the relative ability of these techniques to model diversity–environment interactions. Our approach reveals the highly non-linear nature of the relationship between species diversity and environmental parameters, and demonstrates that the beetle communities of different groups of ponds respond in subtly, yet significantly, different ways to environmental gradients, an insight which has implications for habitat management and our understanding of community responses to ongoing environmental change.

2. Methods

2.1. Study area

The ponds analysed in this study were located in two regions of southern England, the New Forest (Hampshire) and the Lizard Peninsula (Cornwall). Both regions contain a high density of temporary and fluctuating ponds, described in detail by Bilton et al. (2001, 2006, 2009) and Rundle et al. (2002). Ponds sampled varied substantially in their biological, physical and chemical characteristics (Table 1). Lizard ponds were above ultra-basic serpentine geology in heathland/unimproved grassland, whereas New Forest ponds were in heathland/grassland above eroded sedimentary beds with superficial deposits of sand and gravel.

2.2. Coleopteran sampling

Beetles were sampled during February and March 2000 in a total of 76 temporary ponds, a time when the spatial extent and the presence of ponds were at their maximum (Bilton et al., 2006). Ponds were sampled using a hand net (1 mm mesh, dimensions 20 cm × 25 cm), taking semi-quantitative 1 m sweeps amongst aquatic vegetation. Each 1 m sweep involved approximately 10 s of back and forth netting over the same area of habitat (Rundle et al., 2002; Foggo et al., 2003; Bilton et al., 2006). Two or three such samples were taken from the largest sites according to their area. Sweeps were pooled and samples preserved in 95% ethanol in the field.

In the laboratory beetles were extracted from washed samples, determined to species level, and counted. Shannon’s index (H′) was calculated for Coleoptera from each pond following Brower et al. (1998). This diversity measure was selected because it reflects both species richness and the relative abundance of species within assemblages. H′ normally varies between 1.5 and 3.5, with values higher than 3 being seen as representing diverse communities whilst those below 2 are relatively uniform (Cowell et al., 2004).

A range of environmental variables was also recorded from each pond. Before Coleoptera were sampled pH, temperature compensated conductivity and turbidity readings were taken on-site using...
feed-forward networks or multilayer perceptrons (Rumelhart et al., 1986). The most widely studied and used structures are multilayer models inspired by the neural architecture of the biological nervous system. The most widely studied and used structures are multilayer feed-forward networks or multilayer perceptrons (Rumelhart et al., 1986). These models ‘learn’ in an iterative way in which the data are introduced to the neural network a number of times until a pre-determined error level (calculated as the sum of the squared errors) is reached (the iteration where all the data are introduced to the ANN is termed the epoch). These supervised ANNs allow the analysis of complex data sets and the determination of non-linear relationships between dependent and independent variables. A detailed description of the performance of multilayer perceptron ANNs can be found in Lek and Guegan (1999), Gutiérrez-Estrada et al. (2000), Dedeker et al. (2005), Goethals et al. (2007), Pulido-Calvo and Portela (2007) and Gutiérrez-Estrada et al. (2008). There are many ANN calibration or learning methods. In this work, the Levenberg–Marquardt algorithm (Shepherd, 1997) was applied. This is a second-order non-linear optimization algorithm that guarantees local convergence and which is recommended by several authors (Tan and Van Cauwenbergh, 1999; Antcll and Rat, 2005).

In order to test the coherency of the results obtained with ANNs, the behaviour of ANNs was compared with generalised additive models (GAMs) (Hastie and Tibshirani, 1990) and multiple linear regressions (MLRs). In the same way as ANNs, GAMs and MLRs were applied to describe Coleoptera–habitat relationships. In the case of GAMs, normal and gamma distribution models with identity, inverse and logit link-functions and cubic spline smooth function with three degrees of freedom were fitted.

2.3. Modelling techniques

The determination of beetle diversity patterns was performed using artificial neural networks (ANNs). ANNs are mathematical models inspired by the neural architecture of the biological nervous system. The most widely studied and used structures are multilayer feed-forward networks or multilayer perceptrons (Rumelhart et al., 1986). These models 'learn' in an iterative way in which the data are introduced to the neural network a number of times until a pre-determined error level (calculated as the sum of the squared errors) is reached (the iteration where all the data are introduced to the ANN is termed the epoch). These supervised ANNs allow the analysis of complex data sets and the determination of non-linear relationships between dependent and independent variables. A detailed description of the performance of multilayer perceptron ANNs can be found in Lek and Guegan (1999), Gutiérrez-Estrada et al. (2000), Dedeker et al. (2005), Goethals et al. (2007), Pulido-Calvo and Portela (2007) and Gutiérrez-Estrada et al. (2008). There are many ANN calibration or learning methods. In this work, the Levenberg–Marquardt algorithm (Shepherd, 1997) was applied. This is a second-order non-linear optimization algorithm that guarantees local convergence and which is recommended by several authors (Tan and Van Cauwenbergh, 1999; Antcll and Rat, 2005).

In order to test the coherency of the results obtained with ANNs, the behaviour of ANNs was compared with generalised additive models (GAMs) (Hastie and Tibshirani, 1990) and multiple linear regressions (MLRs). In the same way as ANNs, GAMs and MLRs were applied to describe Coleoptera–habitat relationships. In the case of GAMs, normal and gamma distribution models with identity, inverse and logit link-functions and cubic spline smooth function with three degrees of freedom were fitted.

2.4. General procedure

The general procedure employed for the calibration of neural network models is outlined in Fig. 1. Before the calibration of any ANN model, a basic correlation and cross-correlation analysis between variables was carried out. Later on the data set was randomly divided in two subsets: the first one (calibration subset [CS] + select subset [SS], CSS) was composed of 66 ponds and the second one (test subset, TS) was composed of the 10 remaining ponds (Tsoukalas and Uhrig, 1997). In the first subset (CSS), 10 ponds (also randomly selected) composed the select subset (SS) and these were used to avoid overtraining or over-calibration of the ANN. The best method to ensure that overtraining does not occur is to monitor periodically (at the end of each epoch) the sum square error for both the CSS subset and the SS subset (internal validation). It is normal that the sum square error for the CSS subset decreases continuously with training. However, this may be forcing the neural network to fit the noise in the CS subset. To avoid this problem, training is stopped at the end of each epoch and the sum square error of the SS subset is calculated. When the sum square error of the SS subset begins to increase, training must be stopped and the weights of the epoch which provided a minimum error for the SS subset should be tested with the TS subset. This last phase is also known as the generalisation phase, or external validation. Iyer and Rhinehart (1999) recommend repeating this process at least 30 times for each model, and this recommendation was followed here (Fig. 1, step 1).

Once each ANN was calibrated and tested a neural ensemble process was carried out. This process combines the 30 ANNs at the level of the output neuron. Ensemble, together with internal validation are the most important means of combating over-learning and improving the generalisation capacity of the ANN (Watts and Worner, 2008).

In a second phase, each ensemble ANN was subjected to a selectivity analysis in order to select the most weighted input variables (Fig. 1, step 2). The sensitivity analysis was carried out by replacing each variable by missing values and assessing the effect of this on the output error. Following this, the new error calculated was compared with the original error to obtain a ratio value (ratio = error of the model with a variable with missing values/error of the model with all variables). In this way, for a given variable x, a ratio with a value equal to or very close to 1 indicates that this variable has a very low weight in the general structure of the model and therefore it will not be selected (Hunter et al., 2000). Once the independent variables were selected, step 1 was repeated. This way, a new ensemble neural network was obtained with the input variables selected.

The procedure described above was carried out for each neuronal configuration tested. In this work, ANNs with one and two hidden layers were tested. In both cases, a number of neurons between 5 and 20 were tested (Gutiérrez-Estrada et al., 2008).

Six accuracy measures were calculated in the calibration, selection and validation phases of each ANN examined: the correlation coefficient (R), the determination coefficient (R²), the square root of the mean square error (RMSE), the mean absolute error (MAE), the standard error of prediction (SEP), and the efficiency coefficient (Eₑ) (Nash and Sutcliffe, 1970; Kitanidis and Bras, 1980; Ventura et al., 1995; Legates and McCabe, 1999).

2.5. Coleopteran diversity patterns

For ANN models, the contribution profiles, or the impacts, of each environmental variable in relation to beetle diversity were obtained following and extending the method proposed by Laê et al. (1999). For each environmental variable (input variables) and each ANN, the model response for each pond i was extracted by applying arbitrary values contained in the variation range of the input variable k selected (25 values equally spaced between the minimum and maximum of k) whilst the remaining environmental variables took their real value. Therefore, one contribution profile was obtained for each pond i and each environmental variable k.

Subsequently, in order to determine whether groups of ponds within our dataset differed in the way their beetle diversity responds to environmental gradients, the contribution profiles obtained from each ANN were subjected to a hierarchical cluster analysis using Ward’s linkage method. This method was selected since it uses an analysis of variance approach to evaluate the distances between clusters. Thus, this method attempts to minimize the sum of squares (SS) of any two (hypothetical) clusters that can be formed at each step. The final number of clusters was extracted by analysing the graph of the linkage distances across consecutive steps of the linking process (i.e. a graph of the amalgamation sched-
Finally, the centroid of each identified cluster was obtained and analysed.

In the case of GAM models, the response of a specific predictor variable was obtained by analysing the behaviour of the smoothed predictor variable against the residuals after removing the effect of all other predictor variables (using a partial residuals plot) (Hastie and Tibshirani, 1990). In the case of MLR the beta coefficients were analysed (Hair et al., 1998).

Finally, the possible hidden or proxy effects of variables rejected by the ANN models were examined for selected physicochemical variables after sensitivity analysis by means of ANOVA and post hoc Tukey HDS tests. All analyses were conducted in Statistica version 7.0 (Statsoft, Inc. 1984–2004).

3. Results

Across the two regions a total of 68 Coleoptera species were recorded, of which 24 were of conservation importance (see Bilton et al., 2009). In relation to Shannon’s diversity index, the maximum value ($H' = 3.968$) was observed on the Lizard, whilst high values were also found in the New Forest ($H'_{\text{max}} = 3.471$). In both regions, some ponds lacked Coleoptera, or contained a single species resulting in diversity values of zero. The overall mean diversity was $1.999 \pm 0.896$ SD with a coefficient of variation of 44.8% (Table 1). Amongst the environmental variables, only five (depth, pH, conductivity, copper concentration and nickel concentration) had coefficients of variation <100%, reflecting the high variance.
degree of physicochemical habitat heterogeneity analysed in this study.

The exploratory linear correlation analysis of diversity and environmental variables revealed some significant correlations, although in general these were not very high (Table 2). In the case of chemical variables, cobalt and chromium concentrations showed significant linear correlations with diversity (R^2 = 0.25, p < 0.05; R^2 = 0.24, p < 0.05).

A cross-correlation analysis between environmental variables showed that some were significantly correlated. In some cases as with conductivity, cobalt, chromium and magnesium concentrations the correlation with other variables were higher than 0.6 (Table 3). On the other hand, some variables such as area or copper concentration only were significantly correlated with a single other variable (conductivity and iron concentration, respectively).

### 3.1. ANN, GAM and MLR analysis

In the first phase the results of the ensemble ANNs which considered all environmental variables as inputs and the Shannon diversity index as an output, showed that any ANNs with a complexity level lower or higher than a hidden architecture with two layers and 15 neurons in each layer (16 inputs-15 neurons in the first hidden layer-15 neurons in the second hidden layer-1 output) provided significantly worse results. The validation of this ensemble model (model 16-15-15-1) showed a significant relationship between the estimated and observed Shannon index values (R^2 = 0.844; R^2 = 0.712; MAE = 0.396; RMSE = 0.452; SEP = 20.517%; E^2 = 0.555). However, the sensitivity analysis of this model showed that only four variables (conductivity, depth, turbidity and magnesium concentration) had significant ratios and therefore, the remaining variables were removed (Table 4). In this way, following the procedure shown in Fig. 2, a new model set was calibrated and validated considering conductivity, depth, turbidity and magnesium concentration as inputs.

In this second phase, the best results were obtained with a simpler hidden architecture (two layers and 10 neurons in each layer; 4 inputs-10-10-1 output). In this case (model 4-10-10-1) all the error terms, except the determination coefficient, were improved significantly in relation to the best previous model (16-15-15-1). The explained variance in the validation phase was slightly higher than 82% (R^2 = 0.821) and the standard error was improved 7% points (SEP = 13.615%). The RMSE and MAE decreased to 0.223 and 0.307, respectively, and the efficiency coefficient increased to 0.789. The sensitivity analysis of this model indicated that to remove any variable would decrease the model fit capacity significantly. On the other hand, although the elimination of 12 variables in the first phase did not change the dependence relationships between conductivity, depth, turbidity and magnesium concentration, part of model fit capacity was moved toward conductivity (conductivity:

### Table 2
Cross-correlation matrix between environmental variables and Shannon index (H'). Turb. = turbidity; Cond. = conductivity; Cu = copper concentration; Zn = zinc concentration; Fe = iron concentration; Co = cobalt concentration; Cr = chromium concentration; Ni = nickel concentration; Al = aluminium concentration; Mg = magnesium concentration; Ca = calcium concentration; TON = total organic nitrogen; SRP = soluble reactive phosphorous.

<table>
<thead>
<tr>
<th>Area</th>
<th>Depth</th>
<th>Turb.</th>
<th>pH</th>
<th>Cond.</th>
<th>Cu</th>
<th>Zn</th>
<th>Fe</th>
<th>Co</th>
<th>Cr</th>
<th>Ni</th>
<th>Al</th>
<th>Mg</th>
<th>Ca</th>
<th>TON</th>
<th>SRP</th>
</tr>
</thead>
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<td></td>
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<td></td>
<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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</tbody>
</table>

### Table 3
Cross-correlation matrix between all environmental factors. Turb. = turbidity; Cond. = conductivity; Cu = copper concentration; Zn = zinc concentration; Fe = iron concentration; Co = cobalt concentration; Cr = chromium concentration; Ni = nickel concentration; Al = aluminium concentration; Mg = magnesium concentration; Ca = calcium concentration; TON = total organic nitrogen; SRP = soluble reactive phosphorous.

<table>
<thead>
<tr>
<th>Area</th>
<th>Depth</th>
<th>Turb.</th>
<th>pH</th>
<th>Cond.</th>
<th>Cu</th>
<th>Zn</th>
<th>Fe</th>
<th>Co</th>
<th>Cr</th>
<th>Ni</th>
<th>Al</th>
<th>Mg</th>
<th>Ca</th>
<th>TON</th>
<th>SRP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
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</tr>
</tbody>
</table>

### Table 4
First sensitivity analysis of the best ensemble ANN considering all environmental variables; Cu = copper concentration; Zn = zinc concentration; Fe = iron concentration; Co = cobalt concentration; Cr = chromium concentration; Ni = nickel concentration; Al = aluminium concentration; Mg = magnesium concentration; Ca = calcium concentration; TON = total organic nitrogen; SRP = soluble reactive phosphorous.

<table>
<thead>
<tr>
<th>Conductivity</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.813</td>
<td>1</td>
</tr>
<tr>
<td>Turbidity</td>
<td>1.554</td>
</tr>
<tr>
<td>Mg</td>
<td>1.490</td>
</tr>
<tr>
<td>Depth</td>
<td>1.362</td>
</tr>
<tr>
<td>Cr</td>
<td>1.195</td>
</tr>
<tr>
<td>Ni</td>
<td>1.178</td>
</tr>
<tr>
<td>Ca</td>
<td>1.143</td>
</tr>
<tr>
<td>Fe</td>
<td>1.110</td>
</tr>
<tr>
<td>Co</td>
<td>1.108</td>
</tr>
<tr>
<td>Cu</td>
<td>1.068</td>
</tr>
<tr>
<td>Area</td>
<td>1.065</td>
</tr>
<tr>
<td>Al</td>
<td>1.062</td>
</tr>
<tr>
<td>pH</td>
<td>1.047</td>
</tr>
<tr>
<td>TON</td>
<td>1.036</td>
</tr>
<tr>
<td>SRP</td>
<td>1.034</td>
</tr>
<tr>
<td>Zn</td>
<td>1.004</td>
</tr>
<tr>
<td>Average</td>
<td>1.204</td>
</tr>
</tbody>
</table>

* Selected variables.
Fig. 2. Hierarchical cluster analysis of ANN contribution profiles on conductivity, turbidity, magnesium concentration and depth. The dotted line indicates the number of clusters selected from the plot of amalgamation schedule analysis. In boxes, each pond is arranged in relation to its position in the dendrogram (NF = New Forest ponds; L = Lizard ponds).

rank = 1, ratio = 3.775; turbidity: rank = 2, ratio = 2.542; Mg concentration: rank = 3, ratio = 2.175; depth: rank = 4; ratio = 1.798).

The results of the fits obtained with the generalised additive models are shown in Table 5. The highest level of explained variance ($R^2 = 0.486$) was provided by a GAM which considered a gamma distribution of the diversity and an identity function as link-function, but globally the results obtained with all the GAM models were very similar. In the case of the best fit model, the relatively low explained variance implied that any non-linear $p$-value associated to independent variables was significant.

MLR models provided the worst results of all the approaches explored here ($R^2$ adjusted = 0.137). The values of the beta coefficients in MLRs were also not coherent with the results obtained.
with ANN and GAM models. For example, contrary to the findings of ANNs and GAMs, the relationships between diversity and both conductivity and turbidity were negative, whilst relationships with depth and magnesium concentration were positive. In addition, only the relationships between diversity and conductivity and magnesium concentration were statistically significant (Table 6).

### 3.2. Cluster analysis and contribution profiles

Through hierarchical cluster analysis with the Ward linkage method, the responses of the ANN model (4-10-10-1) for each variable versus the Shannon diversity index were classified according to their behaviour in each pond (Fig. 2). The analysis of the amalgamation schedule graph of each cluster analysis indicated that three clusters should be selected for each of the four variables. For conductivity, only one cluster (cluster 3) contained ponds from a single region (the Lizard), whilst cluster 2 was almost entirely composed of New Forest ponds (only 5 ponds were from the Lizard region) and cluster 1 was made up of an equal mix of Lizard and New Forest ponds. In the case of turbidity, one cluster (cluster 1) grouped all ponds from the New Forest with some ponds from the Lizard, whilst cluster 2 and cluster 3 only contained Lizard ponds. A similar behaviour was found for depth, although for this variable, cluster 1 and cluster 2 contained a more equal configuration of ponds from both localities. In relation to magnesium concentration, a very similar grouping was observed to the one seen for conductivity.

The contribution profiles for the two main variables and each cluster versus Shannon diversity are shown in Fig. 3a and b. The profiles associated with clusters 1 and 2 for conductivity showed a low level of response of diversity to the conductivity gradient. For pools in these two clusters, diversity oscillated between 1.5 and 2.6. In contrast, the cluster 3 profile showed an almost linear relationship between depth and turbidity, this trend becoming much stronger between 150 and 500 NTU. For the variable ranked second in our models (turbidity), three very similar contribution profiles were obtained, which differed in the level of response. The highest diversity values were observed in cluster 2 where asymptotic values ($H' = 3.5–3.6$) were reached at between 15 and 20 NTU. A similar relationship was found for cluster 1 although the maximum response level here was centred on $H'$ values of 2.5. On the other hand, cluster 3 switched from an increase to a decrease in diversity at around 15 NTU, reaching minimum values of $H'$ around 50–60 NTU. In the case of magnesium concentration (Fig. 4a), one cluster (cluster 3) did not show significant changes in $H'$ across the range of concentrations of this variable, and clusters 1 and 2 both showed a positive sigmoid response to increases in magnesium, with a trend change between 10 and 15 mg L$^{-1}$. Two different trends were also found for depth (Fig. 4b). Here clusters 3 and 1 showed an almost linear relationship between depth and Shannon diversity whilst ponds contained in cluster 2 displayed a parabolic relationship, with a minimum diversity value around 40 cm.

The conductivity response plot obtained from the GAM model (Fig. 5a) showed that this variable had a positive effect on diversity at values between the minimum recorded and 500–550 $\mu$S cm$^{-1}$, whilst that the model indicated negative effects above these values. Turbidity had a negative effect on beetle diversity below 10–15 NTU.
and an asymptotic response around 20–25 NTU, although above 85 NTU again the model indicated a negative effect (Fig. 5b). On the other hand, the response curve of magnesium concentration showed negative effects on diversity from 0 to 12–15 mg L\(^{-1}\) and positive effects above these values (Fig. 5c). For this variable, the GAM model provided the more linear response (GAM df = 3.092, Table 5) of all variables examined. In the case of depth, the response curve showed a strong positive effect above these values (Fig. 5d). The weight of each variable in the model. Sampled ponds could be divided into a series of well-defined groups, whose beetle diversity responded in different ways to changes in these variables. For conductivity, diversity across one group of ponds (cluster 3), entirely from the Lizard, responded in quite a different manner to that observed elsewhere, showing a clear decline in diversity with increasing conductivity. This group was largely composed of small ephemeral pools associated with old trackways on the Lizard, which are characterised by relatively high conductivities due to their mineral substrate being derived from serpentine bedrock (see Bilton et al., 2009). The influence of conductivity on macroinvertebrate community composition and diversity is well documented (Kapoor, 1978; Lemly, 1982; Williams et al., 1997; Williams and Williams, 1998; Blasius and Merritt, 2002; Biggs et al., 2005; De Jonge et al., 2008), and at low values, the vast majority of studies document a positive relationship between conductivity and species

4. Discussion

In this paper, the effects of environmental parameters on coleopteran diversity in a series of temporary and fluctuating ponds were explored using multilayer perceptron neural networks, generalised additive models and multiple linear regressions. Results indicate that water beetle diversity is driven by both physical and chemical gradients and that these gradients clearly influence diversity in a non-linear fashion. The ANN models obtained here clearly indicate that a high proportion of the variation in species diversity can be explained by models containing relatively few (in our case four) environmental parameters. Our study also highlights the fact that water beetle communities across the sampled ponds fall into a number of discrete groups, which respond in subtly yet significantly different ways to environmental gradients. The ANN approach applied here resulted in models explaining >80% of the variance in diversity observed across ponds. This relatively high fit is in line with previous applications of ANNs in other systems, such as Lek et al. (1996a,b) and Lek-Ang et al. (1999, 2007). Lek-Ang et al. (1999) explained on average 79% of the variation in colembolan diversity variability versus 28% explained by linear approaches, indicating a clear non-linear relationship between diversity and environmental factors.

The results obtained with ANNs were clearly better than those obtained with GAM or MLR models, demonstrating the advantage of this approach in understanding and predicting community–environment relationships in these systems. However, in spite of the fact that the explained variance and remaining error terms were worse in the GAM models, both these and ANNs forecasted changes in coleopteran diversity in a broadly similar fashion. Few studies have explicitly examined the relative performance of ANNs and GAMs in an ecological framework, but the few which have (Thomaes et al., 2008; Schlink et al., 2003) report similar findings. Schlink et al. (2003) demonstrated that both ANN and GAM models perform better than other types of model such as linear and multiple linear regressions, transfer function models, dynamic regressions implemented with a Kalman filter, wavelet approaches and deterministic models.

Cluster analyses of Lizard and New Forest ponds based on contribution profiles of conductivity, turbidity, magnesium concentration and depth, showed a congruent ordination related to the weight of each variable in the model. Sampled ponds could be divided into a series of well-defined groups, whose beetle diversity responded in different ways to changes in these variables. For conductivity, diversity across one group of ponds (cluster 3), entirely from the Lizard, responded in quite a different manner to that observed elsewhere, showing a clear decline in diversity with increasing conductivity. This group was largely composed of small ephemeral pools associated with old trackways on the Lizard, which are characterised by relatively high conductivities due to their mineral substrate being derived from serpentine bedrock (see Bilton et al., 2009). The influence of conductivity on macroinvertebrate community composition and diversity is well documented (Kapoor, 1978; Lemly, 1982; Williams et al., 1997; Williams and Williams, 1998; Blasius and Merritt, 2002; Biggs et al., 2005; De Jonge et al., 2008), and at low values, the vast majority of studies document a positive relationship between conductivity and species
richness. Very high conductivities are associated with a decline in the diversity of freshwater macroinvertebrates, this operating largely through the osmotic challenges of high ion concentrations (Macan, 1974; Blasius and Merritt, 2002). Such a decline in diversity with increasing conductivity can be clearly observed for the ponds contained in cluster 3 and was also globally predicted by GAM and MLR models. For ANNs and GAMs, the models indicated that a trend change occurred at around 550 μS cm⁻¹. In contrast, the ANN showed that the ponds grouped in clusters 1 and 2 were not very sensitive to the conductivity gradient recorded, even below

![Graph showing conductivity, turbidity, and magnesium concentration](image)

**Fig. 5.** GAM model partial residual analysis. Continuous lines are spline fits and dotted lines are 95% confidence bands of (a) conductivity (b) turbidity (c) magnesium concentration and (d) depth. Dotted arrows indicate trend change.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Restrictions</th>
<th>ANOVA</th>
<th>Post hoc Tukey HDS test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area</strong></td>
<td>Conductivity &lt; 550 μS cm⁻¹</td>
<td>F(2,50) = 3.475; p &lt; 0.05</td>
<td>Area = 1130 m² (a)</td>
</tr>
<tr>
<td></td>
<td>All range of turbidity</td>
<td>F(2,73) = 3.1204; p &lt; 0.05</td>
<td>Area = 766 m² (a,b)</td>
</tr>
<tr>
<td></td>
<td>Turbidity &lt; 15 NTU</td>
<td>F(2,49) = 5.346; p &lt; 0.01</td>
<td>Area = 1855 m² (a)</td>
</tr>
<tr>
<td></td>
<td>Mg &gt; 15 mg L⁻¹</td>
<td>F(2,21) = 7.629; p &lt; 0.01</td>
<td>Area = 1509 m² (a)</td>
</tr>
<tr>
<td><strong>Fe</strong></td>
<td>Conductivity &lt; 550 μS cm⁻¹</td>
<td>F(2,50) = 4.154; p &lt; 0.05</td>
<td>Fe = 0.214 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 4.673; p &lt; 0.05</td>
<td>Co = 0.144 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td><strong>Co</strong></td>
<td>Conductivity &gt; 550 μS cm⁻¹</td>
<td>F(2,20) = 3.613; p &lt; 0.05</td>
<td>Co = 0.030 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 5.490; p &lt; 0.01</td>
<td>Cr = 0.062 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td><strong>Ni</strong></td>
<td>Conductivity &gt; 550 μS cm⁻¹</td>
<td>F(2,20) = 4.956; p &lt; 0.05</td>
<td>Ni = 0.033 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 6.012; p &lt; 0.01</td>
<td>Ni = 0.033 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td><strong>Al</strong></td>
<td>Conductivity &gt; 550 μS cm⁻¹</td>
<td>F(2,20) = 7.629; p &lt; 0.01</td>
<td>Al = 0.008 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 4.693; p &lt; 0.01</td>
<td>Al = 0.066 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td><strong>Ca</strong></td>
<td>Conductivity &gt; 550 μS cm⁻¹</td>
<td>F(2,20) = 24.915; p &lt; 0.01</td>
<td>Ca = 0.252 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 5.490; p &lt; 0.01</td>
<td>Ca = 2.552 mg L⁻¹ (a)</td>
</tr>
<tr>
<td><strong>TON</strong></td>
<td>Conductivity &gt; 550 μS cm⁻¹</td>
<td>F(2,20) = 4.693; p &lt; 0.01</td>
<td>Ca = 0.886 mg L⁻¹ (a,b)</td>
</tr>
<tr>
<td></td>
<td>All range of conductivity</td>
<td>F(2,73) = 7.629; p &lt; 0.01</td>
<td>Ca = 2.411 mg L⁻¹ (a,b)</td>
</tr>
</tbody>
</table>

1. Restrictions in the conductivity analysis: (a) all conductivity range (128–1070 μS cm⁻¹); (b) <550 μS cm⁻¹; (c) >550 μS cm⁻¹. Restrictions in the turbidity analysis: (a) all turbidity range (0.1–100 NTU); (b) <15 NTU; (c) >15 NTU. Restrictions in the magnesium concentration analysis: (a) all Mg concentration range (0–33 mg L⁻¹); (b) >15 mg L⁻¹; (c) >15 mg L⁻¹. Restrictions in the depth analysis: (a) all range of depth (5.6–65 cm); (b) <20 cm; (c) >20 cm.
550 µS cm⁻¹, which may result from the effect of other variables in these sites.

In this context, it is possible to understand the statistical functional relationships found for the selected variables in relation to beetle diversity, through the proxy effects of additional variables. In the case of conductivity, the differences observed between cluster 3 and clusters 1 and 2 may be a consequence of the combination of high conductivities and high concentrations of metals such as aluminium and iron (cluster 3), and low conductivities and low concentrations of other metals such as cobalt, chromium and nickel (clusters 1 and 2), which is consistent with findings of other animal taxa (Driscoll et al., 1980; Bervoets et al., 2005).

In the same way, different proxy effects can be suggested for the remaining selected variables. For example, it is difficult to provide a direct functional explanation for the increase in diversity predicted by the ANN from 15 mg L⁻¹ magnesium in the ponds contained in clusters 1 and 2, particularly bearing in mind the fact that magnesium concentration was significantly correlated with conductivity. However, when other variables were analysed within the framework of the observed clusters based on magnesium, the response of diversity to this ion is more clear. It would appear that at least two factors, total organic nitrogen (TON) and pond area could account for the apparent relationship between diversity and magnesium concentration. TON was significant higher for the ponds grouped in cluster 3, where the ANN predicted low diversities with higher magnesium concentrations. This result indicates, that, as has been observed in fish communities (Persson et al., 1991; Gutiérrez-Estrada et al., 2008), moderate eutrophication (around 0.200 mg NL⁻¹⁰) raises coleopteran diversity. A similar explanation can be applied to the turbidity profiles.

In relation to pond area, several authors have shown that this is one of most important factors related to macroinvertebrate diversity in ponds (Lassen, 1975; Driver, 1977; Fryer, 1985). Bilton et al. (2006, 2009) reported that the pond area had a significant impact on macroinvertebrate assemblage structure in Lizard and New Forest sites. In the present study, the mean area of ponds contained in cluster 1 for magnesium concentration was significantly higher than the mean area of ponds grouped in clusters 2 and 3. Additionally, the effect of the pond area seemed to be one of the most important factors behind the patterns observed for turbidity and conductivity. The highest diversity levels in relation to turbidity and conductivity were found in cluster 2 and cluster 3, respectively, which had the highest mean pond area.

Apparently, the ponds grouped in the three depth profiles did not have proxy associations with any of the other variables, indicating an a priori direct functional relationship between diversity and depth. In this way, the ANN predicted a quasi linear increase of diversity for depths greater than 20 cm in ponds included in the clusters 1 and 3, which is in agreement with several earlier studies on temporary ponds (Schneider and Frost, 1996; Brooks, 2000; Batzer et al., 2004), where depth is often a surrogate of hydrolperiod. However, a very different pattern was found for the ponds contained in cluster 2. In these ponds, the mean diversity was significantly lower than in the ponds of clusters 1 and 3, and a diversity decrease was observed between depths of 5 and 40 cm, with an increase again above 40 cm. Ponds in this cluster had the highest average depth, but were also deeper in proportion to their area than ponds contained in the other two clusters (area/depth ratio ANOVA: F(2,73) = 9.109, p < 0.05; Tukey HDS test: Pcluster1-cluster2 < 0.05, Pcluster1-cluster3 = 0.409, Pcluster2-cluster3 < 0.05), both of which point to a longer wet phase in these sites. Larger, deeper sites within this cluster show the lowest water level fluctuation of any of the ponds included in this study, and have a relatively species poor beetle fauna. This finding is in accordance with other studies which report a greater number of coleopteran species in temporary ponds than in more permanent sites (Nicolet et al., 2004; Della Bella et al., 2005).

This study has highlighted the non-linear nature of the relationship between water beetle diversity in lowland pond systems and environmental variables, and illustrates the superior performance of artificial neural networks in modelling diversity–environment interactions. The ANNs generalisation capacity (explaining more than 80% of variance in diversity) suggests that realistic simulations of coleopteran diversity can be made under different environmental scenarios. Also, the model may be used to detect changes in coleopteran diversity and therefore assess changes in macroinvertebrate assemblages over time. Comparison of contribution profiles after the incorporation of new data could illuminate the mechanisms behind observed changes in diversity, which would be useful in evaluating the risks of different management options. In short, these relatively simple models have high predictive power, and should be employed to forecast how pond communities may respond to environmental changes in the future.
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