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ABSTRACT Internet of Things (IoT) aims at facilitating access to all devices that are connected to the internet, both wired and wireless. This scenario can initially seem interesting. Nevertheless, it has a lack of privacy and danger of malicious interaction with the devices. Therefore, IoT, as it stands, is not suitable for companies to make their data and devices accessible through the internet, since they could find an untidy cloud, made up of devices without the necessary control of use. This paper proposes the use of the cloud computing advantages to develop a secure access global system based on a cloud. The company will decide the controlled access to the chosen devices and data, both by employees and external people. The developed system can be used from different scenarios such as: a public cloud; an Infrastructure as a Service (IaaS); and a private cloud. To illustrate the operation of the developed system, a representative network of heterogeneous multiprotocol devices has been designed.
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I. INTRODUCTION

Over the last few years, the traditional network generic infrastructure has expanded to appliances, displays, vehicles, healthcare devices, energy control devices, automotive appliances, traffic management, etc. This expansion has been possible thanks to the great technological advance experienced by sensors, actuators, microcontrollers and devices with embedded computing capability. Nowadays people live permanently connected to the internet. This fact makes that almost any device is
connected, Figure 1. As a result, the internet transcends the professional scope and is present in all areas of life. This has brought about the continuous increase of devices with connection capacity, increasingly smaller sizes and with lower consumption. For example low-power wireless devices [1] or passive radio frequency identification (RFID) tags, [2], [3].

This scenario can initially look interesting, even ideal. Nevertheless, it lacks privacy and is at risk of malicious interaction with the devices, [6]. Moreover, in the professional field, the devices in IoT could be exposed to malicious tracking which could result in intrusions in the company’s activity. Even the accessible devices could be blocked with malicious distributed denial-of-service (DDoS) attacks. In addition, they could be saturated due to multiple concurrent attempts of access, even though they are not malicious but only intended to obtain information. In fact, DDoS attacks could also change the behavior of physical systems, such as indiscriminately controlling the sequences at traffic lights, opening/closing doors, sounding alarms, etc.

Therefore, as it stands, IoT is not suitable for companies to make their data and devices accessible through the internet, since they could find an untidy cloud, made up of devices without the necessary control of use. However, a controlled cloud could be developed, so that the company could choose among all possible data and devices, to be accessible or not (within that cloud). This new structure would allow secure access to information. The data access would be controlled according to the profiles assigned. This cloud would facilitate the expansion of the IoT into the professional area (industrial and services), where access control to the data and devices is vital. Moreover, a suitable access to the data through the internet makes the companies more efficient and allows them to generate more business value. This expansion of the IoT into the professional area is a global tendency which has been evolving over the last few years, and is referred to as the industrial internet of things (IIoT). Currently, the most common applications in this context are related to predictive maintenance. However, it is expected that the IIoT will experience a huge growth over the next years, [7], [8].

This paper proposes the use of the CC advantages (cost saving, cost based on use, resources scalability, simplification of tasks related to infrastructure management, storage and massive data processing capabilities) to develop a secure access global system based on a cloud, [9], [10]. The company will decide the controlled access to the chosen devices and data, both by employees and external personnel. It would therefore allow the proposed system to be used from different scenarios: a public cloud, an IaaS and a private cloud.

In what follows, the developed system will be referred to as IIoT global system (IIoTGS). Among other features, it allows the definition of user profiles to control the selective access to the different devices and data. IIoTGS also allows the connection of different local area networks (LANs) with distributed devices and data storage systems. In addition, it solves the problems arising from the coexistence of proprietary software with others developed in open platforms. Finally, the communication process between the user and the convergent devices becomes more transparent. The use of IIoTGS would boost competition and would increase the adoption rate of IoT in the industry.

This paper is organized as follows: in section II, the current IoT communications structures are analyzed. In section III, a general convergent multiprotocol scenario is presented. Based on the two previous sections, in section IV, the proposed system is presented, fitting it into the structures explained in section II and dividing the access into two types (http access and access with proprietary software). Section IV includes 4 subsections: the first deals with the way users access the cloud, the second presents the proposed tunnel service for accessing with proprietary software, the third...
describes the communications technology of the proposed system and, in the fourth, security and privacy issues are briefly discussed. Section V is devoted to illustrate, by a practical case (a representative network of heterogeneous multiprotocol devices), the operation of the developed IoTGS. Finally, section VI provides some conclusions.

II. CURRENT IOT COMMUNICATIONS STRUCTURES

The development of IoT systems to interconnect smart objects is a complex task. Firstly, the smart objects are designed by different manufacturers. Secondly, each manufacturer provides its own proprietary software. Thus, their interoperability is a challenge. In addition, sensors, actuators and controllers have constraints in bandwidth, power, size and location. These constraints considerably affect security and privacy issues.

Some of the most common architectures could help the design and creation of IoT systems, as the open systems interconnection (OSI) model or the transmission control protocol / internet protocol (TCP/IP) model. However, a simpler approach is emerging to connect smart objects. Each level of expanded connectivity has a different set of design issues and requirements for security and privacy to be considered.

For example, in the lowest level, IoT solutions often support one smart object connecting directly to another via wireless protocol such as Bluetooth or Zigbee (device-to-device, Figure 2), [11]. As seen in figure 2, the connection is carried out in the network layer.

The disadvantage of the device-to-network-to-cloud architecture is that all the information has to travel through the network layer because all the information is processed in the cloud layer. However, many smart devices such as fitness trackers, are not IP-enabled and do not have the native ability to connect directly to the cloud. For these devices, the application software must be operating on a local gateway device which acts as an intermediary between the device and the cloud layer (device-to-gateway-to-cloud, Figure 4). As seen in figure 4, gateway devices form the Edge/Fog layer. In addition, on the one hand, the gateway may also provide security. For example, the smartphone would act as gateway between the smartwatch and the cloud layer. On the other hand, the fog layer allows to decrease the traffic through the network layer, [12].

To complete the model, in the highest communications level, another connection option supports smart device data collection and transfers through a gateway to a local IP network (device-to-gateway-to-cloud-to-application, Figure 5). The data flow to the cloud and is then available for users to...
export and analyze in the application layer, the data are often analyzed in combination with data from other sources or other clouds.

III. GENERAL CONVERGENT MULTIPROTocol SCENARIO

As discussed in the introduction, both in IoT and IIoT frameworks, manufacturers of convergent devices provide proprietary software for their products’ connection. This software includes the application needed to access it through the internet.

In contrast, open platforms (Raspberry Pi, [13], Arduino, [14], etc.) have greatly increased for their use, for example, in smart cities, [15]. It has made them suitable to implement low cost devices accessible through the internet, with analogous characteristics to the most expensive proprietary devices. Note that the development of open platforms allows the use of free software.

One of the main characteristics of the open platforms is the great variety of protocols that can be used. They range from those used in the industrial field, such as Modbus, [16], to those used in IoT, such as message queuing telemetry transport (MQTT) or REST (representational state transfer), or those used in low-level communications, such as WebSocket and Socket, etc.

Another additional advantage is the huge amount of information about the open platforms which can be found on the internet. It facilitates the development of new software and the growth of this kind of technology. Because of the fast expansion and acceptance of the open platforms, manufacturers are beginning to include them in their catalogue of products. For example, there are Arduino IDE programmable PLCs in Siemens’, [17], or in Industrial Shields’ [18] catalogues.

IV. PROPOSED GLOBAL SYSTEM ARCHITECTURE

The IIoTGS proposed in this paper is applicable to the most general and, probably, complicated scenario, i.e., multiprotocol. In the case of commercial devices, the communication architecture is imposed by the proprietary software. Therefore, the function of the IIoTGS is to connect the user interface running on his/her computer to the convergent device connected to a LAN. Nevertheless, in the case of those devices whose connection is developed within open platforms, the design of an own communication architecture is included in the functions of the IIoTGS.

Figure 7 shows the developed IIoTGS architecture. It is based on one of the current IoT structures explained in Section II, specifically device-to-gateway-to-cloud, Figure 4. Thus, it includes four layers: device, fog, network and cloud. In the proposed architecture, the gateway of the device-to-gateway-to-cloud architecture incorporates new functions, as explained in the present section. The gateway in the proposed architecture is represented in figure 7 as GIoT (Gate IoT). In addition, a new element called cloud services (CS) has been included; its function will also be explained in this section.

As seen in Figure 7, the device layer represents a multiprotocol scenario. Each convergent device is directly related to a controller to allow the access to its data through the LAN.

The controllers in Figure 7 form the fog layer and carry out fog computing (fog networking or simply fogging), [19]. They collect data from the sensors and send signals to other controllers according to such collected data. This is the machine to machine (M2M) communications mode. In this scenario, sensors, actuators and controllers exist within the fog; i.e., information is not necessarily sent beyond the network layer. The fog layer sorts the data sent to the cloud and
increases the system performance, while the traffic through the network layer decreases, [20]–[23]. The controllers in the fog layer can be implemented by open platforms like Raspberry Pi or Arduino, among others. Some of them are shown in the multiprotocol scenario of Figure 6.

In other cases, in which the analysis of data from several routers is necessary, or simply the communication must be machine to people (M2P), the IP-enabled controller forwards information across the network layer and allows users to access the controller remotely. In addition to forwarding basic information in an M2M configuration, some controllers are able to perform more complex operations.

In fact, any event in a device can produce a M2M or M2P communication in the fog layer and the corresponding service is sent to the cloud layer only if necessary.

The network layer devices are routers and data centers. To optimize the operation of data centers, one or more local routers are used. They are the interface between the LAN and the internet.

In the described scenario, the different elements are presented in an unsorted cloud. They are not interrelated. There are no user profiles to filter the criteria to access the information. The cloud users can access all those configurable resources, whose data can be stored and reviewed with minimal computational costs.

The high availability and expandability of the data in the cloud makes this service an excellent way to increase the efficiency of the IoT systems.

Data storing and analyzing can be done in the cloud instead of in the IoT devices. Thereby all the services are in the cloud. Hence, data and resources are always available for all the devices connected to the internet.

In the IIoTGS, besides the advantages of the IoT presented above, the introduction of the GIoT in the fog layer is proposed. It publishes the access to the controllers in the cloud in a sorted, controlled and transparent way and independently of the used communication protocol (proprietary software or open platforms).

IIoTGS also introduces a new service in the cloud, CS, which incorporates the necessary protocol to establish the communication between the GIoT and the cloud. Thus, the GIoT makes public in the cloud layer (using the CS) the fog layer devices, through the internet. This will be explained in detail in subsection IV-C.

To do that, two possible communication scenarios are considered: the first presents capability of protocol implementation (corresponding to the systems designed within open platforms); and the second is restricted to the protocol chosen by the manufacturer (these are the convergent devices with proprietary software).

In the first case, the chosen protocol is the web technology (XML-RPC, SSE, WebSocket, REST, etc.); the links between the user computer and the fog layer are identified by the corresponding URL (Uniform Resource Locator).

As is well known, HTTP-based protocols allow traffic to be easily forwarded by the URL. This case will be called HTTP Based (HB). This access also includes those protocols easily translatable to http, as constrained application protocol (CoAP), and those transportable in WebSocket, as MQTT.

In the second case, the access is to a controller with proprietary software. The variety of protocols used by these controllers is very wide. Thus, the communication channels are implemented by tunnels as will be explained in detail in subsection IV-C. In what follows, this case will be called Proprietary Software (PS).

Regarding the communication architecture, IIoTGS uses a middleware layer to make transparent the communication process between the user computer and the convergent device [24]–[28].

Middleware works as a software distributed abstraction layer. It is located between the application and the lower layers (operating system, OS, and network layer).

Therefore, the software developed in the middleware layer provides an application programming interface (API). The API hides the complexity of the general communication problem. It also hides the low-level programming corresponding to the direct access by means of the proprietary software.

IIoTGS presents two principal differences regarding current IoT architecture. On the one hand, it creates a service in the cloud, CS, to allow the direct access from the proprietary application to the devices in the fog (PS access). Remember that HB access is also supported by IoT architecture. On the other hand, IIoTGS includes an element (GIoT) in the fog layer to register in the cloud IaaS both kinds of access: HB and PS. GIoT makes the control of the access from the outside according to the corresponding user profiles. However, GIoT does not limit the direct access to the internet from the controllers in the fog layer. So, events produced in the production line of a company can make use of the services in the cloud without being controlled by GIoT (please see Figure 7).

Below, two technological issues which are important for the design of the IIoTGS are addressed: constrains imposed by the browsers and tunnels technology.
FIGURE 8. IoTGs Communications Architecture.

A. ACCESS TO THE CLOUD BY THE USER

Access to convergent devices from the internet is carried out from the user computer. In this paper, the necessary application is called user interface (UI). In the most general case, the user interface is developed in the browser framework. IoTGs proposes the use of the UI in the browser framework although the convergent controller is commercial and has proprietary software as access application. This is not a trivial matter, as explained below.

Due to security issues, in the latest versions of the browsers their communication capabilities have been limited to HB access. For example, in order to eliminate its own capability of interaction with the physical system in which it runs, the browser does not allow the running of Java applets to reproduce the client-server architecture. This fact presents the additional consequence of losing the capability of creating connections between the computer where the browser is running and the cloud where the convergent device is accessible.

To keep the connection capability between the browser and the convergent device, the applications programmer can use a JavaScript engine that allows creating HB connections. This is the proposed procedure by IoTGs to implement the UI if the controller is developed within open platforms. In the case of a controller with proprietorial software, the connection between its software and the controller is also necessary. In addition, the connections must be transparent for the user.

However, the lack of local running capability of the browser makes it impossible to call the operating system and any software installed on the computer. Therefore, using JavaScript for directly accessing the controllers with proprietorial software is not possible.

B. THE SERVICE OF TUNNELS

In a network of heterogeneous multiprotocol devices, one of the most efficient ways of creating the connections between the proprietary software and the convergent devices in the fog is the tunnel. In addition, this kind of connection is transparent for the programmer and independent of the communication protocol used, [29].

Note that the internet is composed of a set of interconnected LANs, managed by different entities. Each autonomous system has its own policy, called traffic security policy. The traffic that manages to overcome the security policies of an autonomous internet system is called friendly traffic. In this sense, the use of tunnels provides, besides the transparency indicated above, the possibility of overcoming the security policies of each autonomous internet system, [30].

The tunnels forward all the traffic encapsulated in the same way, independently of its protocol. They also facilitate compliance with all traffic safety policies throughout the different autonomous systems on the internet. An additional advantage of using tunnels (exploited by IoTGs) is the possibility of encrypting the data to protect their content in the transit through the internet, [31].

Each information transit circuit established by a tunnel developed through the internet, is completely defined by the input point of the tunnel in the node that promotes the communication and the output point in the LAN. Thus, each
connection is defined by the pair consisting of the input point in the user’s computer and the output point in the fog layer.

C. IIoTGS COMMUNICATIONS TECHNOLOGY

From here on, the mechanisms used to create the necessary channels for the different connections are presented. These mechanisms are hidden for the programmer by the middleware layer.

GIoT creates two tunnels between the CS and itself to send the information that reaches CS to the corresponding controller in the fog layer (see Figure 7). The first tunnel (blue arrow between CS and GIoT in Figure 7, 1 in Figure 8) allows the HB access through a URL that refers to the corresponding controller. The second one (red arrow between CS and GIoT in Figure 7, 2 in Figure 8) is the tunnel that PS access need. In both cases, the information in the tunnels is encrypted. Figure 8 presents Figure 7 completed with the user’s computer to illustrate all the communication channels and is explained below.

Therefore, the connections between the user’s computer and the CS are as follows:

1. The user interface (in the browser) can be connected directly to the convergent device using any HB protocol. This is the case of a non-commercial device, or the case of a commercial device capable of using the HB protocol (like an IP camera), 3 in Figure 8.

2. To access the cloud from the user’s browser through a proprietary software installed on his/her computer (PS access), this paper proposes the installation of a software service (daemon) on the user’s computer. This software is called user links constructor (ULC). ULC receives browser commands through a WebSocket connection, (4 in Figure 8). Therefore, the ULC has two functions: to open the necessary communication channels between the user’s computer and the cloud (5 in Figure 8); and to run the necessary proprietary software (6 in Figure 8). To do that, ULC provides the API corresponding to the middleware layer. The browser accesses this API through a WebSocket channel (4 in Figure 8), through which the user sends the commands encoded in JavaScript object notation (JSON). In summary, ULC is the link between the user’s computer, its browser, the proprietary software and the cloud where the controller is accessible.

In addition, the API offers the possibility of installing applications, resident on the internet, on the user’s computer as well as detecting updates. In this way, proprietary software does not need to be installed initially in the user’s computer.

In summary, the IIoTGS works in the following way: GIoT contains a tunnels server to manage the PS access and a proxy server to manage HB access. In addition, GIoT publishes the controllers in the IaaS cloud (using the CS) to make them visible in the internet and accessible in an organized way. The controllers can be, for example, the equipment of a factory. The user must install the ULC on his/her computer. ULC requests access to those controllers through the CS. The communications between both are controlled by GIoT. The ULC contacts the CS and the GIoT creates the corresponding connections in the CS between the user’s computer and the controllers in the fog layer, Figure 8. Once the channels are established, ULC activates the proprietary software to interact with the controllers.

In addition, the IIoTGS provides a database to define different connection topologies according to the user’s profile. In this way, the system administrator can configure different user profiles.

To manage the database, a web interface has been created to assign the possible connections and competences of the different user profiles to access the controllers, Figure 9. This interface can be integrated in the company’s business application.

D. SECURITY AND PRIVACY IN IIoTGS

GIoT has been implemented on an application server, which provides the communication servers mentioned above (tunnel server and proxy). To control HB access, a container provided filter has been implemented above the proxy server. If access is requested through a GET request, the filter allows security information to be obtained from the URL corresponding to the request. The URL incorporates the necessary information to control the access.

Thus, the URL includes, besides the path, the user identification by means of parameters, as for example user and password, key, etc. Parameters can indicate an external server to perform identification through a protocol as the internet message access protocol (IMAP), Lightweight Directory Access Protocol (LDAP) or post office protocol (POP3), among others. The container provided filter also allows the validation of POST requests. In this case, the parameters can be obtained from the own request. An example of this method is the learning tools interoperability (LTI) protocol.

To control the PS access, the tunnel server has been used. This server can be implemented with any protocol according to the document RFC 6169, [32]. In fact, a security layer has been integrated in this server and customized using the next
two interfaces: PasswordAuthenticator for password-based authentication and PublicKeyAuthenticator for key based authentication. The access by delegated server has also been implemented by means of the PasswordAuthenticator.

Therefore, according to the information explained in this section, IIoTGS can achieve the following goals:

- Access through the internet to devices connected to different LAN.
- The creation of sets of convergent devices with unified access control.
- Access to several commercial devices with proprietary software.
- The abstraction of the designer to the complexity inherent to the programming of communications.
- The overcoming of the restrictions generated by the browsers new generation.

According to the explained above, the developed system establishes the possibility of sorting and filtering the information of the production line of a factory. In this way, operating/production devices, hardware data and maintenance software, among others, can be safely accessed to retrieve information or manage the factory production process. The developed system also allows setting up a network in which data from multiple industries are collected and analysed to support the decision-making process.

The IIoT model proposed in this paper improves the manufacturing business by properly connecting people with the right information, which comes from all objects related to the manufacturing process, such as sensors that display the flows of factory operations and the supply chain. As data is collected, trends and relationships, which reveal opportunities for improvement of manufacturing processes, can be identified.

V. A PRACTICAL CASE

In this section, a practical case is presented. To illustrate the IIoTGS operation, a representative network of heterogeneous multiprotocol devices has been designed. It is made up of commercial devices with their own proprietary software, and controllers developed in open platforms. IIoTGS is able to create the communication channels between the user’s computer with the corresponding profile and those controllers, in a concurrent or successive way. Regarding the user effort, he/she only must be connected to the internet anywhere in the world.

Figure 10 shows a photograph of the physical devices in the system. They can be divided into two parts. In the top left, there is a pilot plant with a conveyor belt whose movement is controlled by a commercial PLC (a Schneider Electric PLC, [33]). In the top right, there are different devices such as servomotors, DC motors, displays and LED. They are connected to a set of Arduino boards that control them. Arduino boards also process the output of two Phidget boards, [34], which produce analogical and digital signals. The location of the complete set of devices can be seen in the bottom of Figure 10.

All these devices constitute the device layer corresponding to the practical case according to Figure 8. This figure has been reedited in Figure 11, where the different layers have been adapted to the used in the practical case presented. The device layer in Figure 11 is constituted by the devices presented in Figure 10. The fog layer is constituted as follows: the first controller is the PLC that controls the conveyor belt. To program it, the manufacturer provides a proprietorial software called Unity - Pro.

Arduino boards are connected to the second controller, a x86 processor running Windows OS. The third controller is another x86 running Linux OS, where the Phidget boards are connected. This third controller is used to generate physical signals according to the user’s commands through the UI. The control program for these two controllers has been developed in the framework of the Easy Java Simulations (EJS) authoring tool application. EJS, [35], allows creating interactive simulations and graphical user interfaces. EJS has the necessary drivers to directly access the Arduino and Phidget boards, [36]. In addition, it allows the creation of the local control algorithms necessary to optimize information traffic to the cloud (which allows M2M communication between the different controllers in the fog layer). EJS also has the
necessary elements to establish remote connections using WebSocket.

Another controller in the fog layer is a commercial oscilloscope (Promax OD-624 oscilloscope, [37]), which shows an analogue PWM signal from one of the Arduino boards. Promax provides proprietary software to optimize the use of the oscilloscope from LAN.

Finally, two Axis IP cameras, [38], (one facing the conveyor belt with the PLC and the other facing the set of Arduino boards) are also controllers in the fog. They are used to make their video streams accessible through the internet within IoTGS.

Regarding the cloud layer, in the use case presented in this section, a private cloud has been used.

The GIoT element is a Raspberry Pi (although it could be any other more complex and powerful architecture). It publishes the controllers in the cloud, installing the CS. Remember that CS provides the necessary public IP to make accessible the nodes in the LAN through the internet. In addition, GIoT defines and creates the links between itself (in the fog layer) and the CS (in the cloud layer).

The user accesses the UI through the URL from a browser, with the profile provided by the administrator. Once validated, the user can connect to the HB access capable controllers (Axis cameras and Linux or Windows x86). Accessing the cameras the user can see the video images. Accessing Windows x86 the user can program Arduino boards and/or monitor them. Accessing the Linux x86 the user can programme or monitor the Phidget boards. Arduino boards control the devices shown in the top right of Figure 10. In addition, they monitor the signals provided by the Phidget' boards. The connections described in this paragraph are HB.

To access the PLC or the oscilloscope (with proprietary software), the user must first install the ULC on his/her computer. It is available in the cloud. This software is necessary to create the needed tunnels between the user’s PC and the fog layer. These are PS access. The user can programme or monitor the PLC by means of the Unity-Pro software (provided by the manufacturer). The PLC controls the movement of the conveyor belt. In addition, accessing the oscilloscope, the user can monitor the signals provided by the Arduino boards using the software provided by Promax. The connections described in this paragraph are PS.

The Unity-Pro proprietary software is privately provided by the manufacturer. However, IoTGS automatically downloads it from the internet and installs it on the user’s computer as described in section IV-C.

The administrator defines the access allowed for each user profile through the GIoT configuration software, Figure 9.

Therefore, IoTGS allows remote access to a network of heterogeneous multiprotocol devices in a secure and controlled way. In addition, the devices can be commercially obtained (with proprietorial software) or developed within open platforms.

VI. CONCLUSION

This paper proposes the use of the cloud computing advantages to develop a secure access global system, based on a cloud, in order to promote the IIoT. The developed system facilitates the communication between “things”. Things can be commercial devices (with proprietary software) or those developed within open platforms. The developed system can be considered global because it solves, in a secure way, the problem of network (internet and LAN) communications between heterogeneous multiprotocol devices. The developed system provides the technological means to access those networks. In addition, access is carried out according to the corresponding user profile. This feature overcomes the security and privacy problems of IoT and promotes its introduction in the industry: IIoT.

The IoTGS is used in several Spanish Universities and the work to be done in the immediate future is, besides improve and optimize its operation, the development of a discovery service. I.e., the IoTGS minimize a lot of configuration task to access the fog layer, among others, those related to the network electronics configuration. With the future discovery service, IoTGS would automatically recognize the devices connected to the fog layer in the LAN, both from the LAN and through the internet.
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